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Editor’s Preface

Medical diagnostics by means of microwaves is a growing research field world-
wide since nearly 20 years. Although, such systems are unlikely to achieve the
high performance of the existing technologies such as magnetic resonance ima-
ging (MRI), computed tomography (CT) and ultrasound in general, the imaging
systems based on electromagnetic waves can be an attractive extension to these
existing systems. For one thing, the new systems could be significantly cheaper
and more portable than MRI and CT, for another thing, they have an advantage
over ultrasound as they can âseeâ through bones. A very interesting applicati-
on could therefore be the identification and classification of stroke. First, the
skull/cranial bones prevent the successful use of ultrasound and second, a very
quick outpatient distinction between ischemic and hemorrhagic stroke is crucial
for successful treatment.
Since microwave-based diagnostic systems could easily be implemented as com-
pact and portable systems, this appears to be one of the most attractive areas of
application of the new technology. However, there is a problem common to all
microwave medical diagnostic applications: the relatively high signal attenuati-
on in the tissues and the reflection of the waves from the surface of the body.
An important approach to solving this problem is to place the antennas directly
on the body to avoid the high reflection at the interface between air and tissue.
At the same time, this method promises reduced antenna size, which is essential
for imaging systems, where a maximum number of systems, i.e. antennas are
beneficial. Furthermore, the antennas are an ultimate part of the imaging system
and therefore have a huge impact on the resulting image quality.



Editor’s preface

In her work, Ms. Jalilvand provided important scientific fundamentals to speci-
fic antennas for medical microwave diagnostics. Her focus was on developing
antennas which provide optimal performance in particular applications and in
finding criteria to evaluate the performance of such antennas in the target app-
lications. The work of Ms. Jalilvand thus represents an important contribution
to the state of the art. I expect that her ideas and antennas will help researchers
worldwide to come forward with their research on microwave based medical
diagnostics. For Ms. Jalilvand, with her very good technical skills, I wish her
success in her future career.
Prof. Dr.-Ing. Thomas Zwick - Institute Director
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Abstract

This work presents research work about microwave medical imaging. Non-
ionizing electromagnetic (EM) waves at microwave frequencies for medical
diagnosis and imaging is emerging as a relatively low cost and low health risk
alternative to the conventional imaging technologies.
Microwave technology is in general mature, portable and low cost, and therefore
can offer the initial diagnosis of various life threatening conditions such as brain
stroke while patients are still being on the way to a hospital in an ambulance. The
required hardware of a microwave-based diagnosis system generally consists of
a transmitter such as a vector network analyzer (VNA - portable available), an
array of antennas (or sometimes a single antenna in sensing applications) and
some switching network to switch between different antennas.
The success of a microwave imaging system depends, to a large extent, on tech-
nological aspects. In active near-field microwave medical imaging, transmitting
and receiving antennas are placed in the close surrounding of the imaging object.
Antenna array design in particular is known to have a direct impact on the image
quality in both quantitative and qualitative imaging methods.
The choice of the antenna structure is very much dependent on the operating
frequency range that itself is strongly dependent on the dielectric properties of
the interface medium and the target application involved in the imaging scenario.
Moreover, the exploited imaging technology usually demands special characte-
ristics of the antennas. Therefore, antennas directly affect the accuracy of micro-
wave imaging in both quantitative and qualitative approaches.
The goal of this work is the introduction of efficient antenna structures on the
basis of the requirement of different microwave imaging methods; i.e. quantita-
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Abstract

tive and qualitative microwave imaging techniques. To achieve this goal, several
criteria are proposed for the evaluation of single element antenna structures for
application in microwave tomography systems. The validity of the proposed cri-
teria is further examined via simulated imaging results. Moreover, for qualitative
Radar approaches, compact broadband antennas are proposed and evaluated for
two target applications of breast cancer detection and stroke detection. the per-
formance of the proposed antennas are evaluated in measurement scenarios.
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1 Introduction

This work presents research work about microwave medical imaging. Medical
imaging in general has been long used for visualizing the interior of human body
and is regarded as one very important tool for the diagnosis and identification of
abnormalities in a noninvasive procedure. It has been widely used in many app-
lications such as diagnosis of cancer and indeed during all the phases of cancer
management, to name a few applications. In this chapter, first a short review of
the conventional imaging modalities will be presented and the motivation behind
the research on microwave imaging as an alternative or complementary approach
for medical applications will be discussed. Furthermore, the state of the art of
microwave medical imaging will be reviewed and the structure and goal of the
work will be introduced.
Medical imaging facilities currently in service in today’s hospital centers, mainly
rely on ultrasound, X-rays and magnetic resonance imaging (MRI), computed
tomography scan (CT scan) and positron emission tomography (PET). Some
of these methods rely on ionizing radiation and provide clinical images with a
variety of resolutions, implementation costs, and complexities ([8], [15]).
For instance, as discussed in [8] although MRI provides good resolution it is an
expensive procedure. Another problem associated with MRI are measurement
artifacts as a result of internal body movements such as heartbeat. CT scan uses
X-ray radiation that is known to be ionizing and it fails at the imaging of the
soft tissues. But generally it has a good spatial resolution. PET provides good
information in case of soft tissues but it suffers from poor spatial resolution
([67]).
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1 Introduction

Moreover, the reported false-alarm rate of the aforementioned techniques for
cancer detection is sometimes quite high. For example, X-ray mammography
is normaly used for the detection of breast cancer where a high false negative
rate (4-34%) and high false positive rate (70%) have been reported ([8] and
[14]). Another main problem of the conventional imaging modalities is that they
are not portable. Due to their bulky and expensive facilities, they are mainly
available at large hospitals in big cities. A large population living far from urban
areas have hardly access to these facilities at least in short time. This problem
can lead to the death of the people in case of emergency situations such as head
stroke.
Ultrasound is another conventional imaging technique that uses reflected sound
waves to produce an image of the target under study. In case of human body
imaging, it is most efficient for looking through organs and structures of soft
tissues. Mineralized structures (e.g. bones) or air-filled organs (e.g. lungs) do not
show up well on an ultrasound image ([74]). For instance for brain monitoring,
ultrasound can only be best performed on babies before the bones of the skull
have merged or on adults after the skull has been surgically opened.
Therefore, although the conventional techniques are widely used in medical
field, there is room for alternative or supportive techniques to promise porta-
ble solutions and furthermore to help improve the diagnosis procedure regarding
the safety issues, accuracy and reliability of the results.

1.1 Microwaves in medical applications

Non-ionizing electromagnetic (EM) waves at microwave frequencies for medi-
cal diagnosis and imaging is emerging as a relatively low cost and low health
risk alternative to the conventional imaging technologies ([15], [49] and [8]).
It is also sometimes considered a complementary technique for supporting and
improving the available imaging modalities. Microwave imaging might enable
frequent examinations of a women’s breast enabling the detection of a possi-

2



1.1 Microwaves in medical applications

ble cancer at the very early stage of development. The non-ionizing radiation of
microwave signals in this case suggests a great advantage to the repeated con-
ventional mammography.
Microwave technology is in general mature, portable and low cost, and there-
fore can offer the initial diagnosis of various life threatening conditions such as
brain stroke while patients are still being on the way to a hospital in an ambu-
lance. The required hardware of a microwave-based diagnosis system generally
consists of a transmitter such as a vector network analyzer (VNA - portable
available), an array of antennas (or sometimes a single antenna in sensing appli-
cations) and some switching network to switch between different antennas. This
required hardware can be produced at a fraction of the price of other conventio-
nal diagnosis equipment and therefore it can facilitate the support of the patients
in under-developing and developing countries.
Recently there has been a great progress in the development of efficient micro-
wave imaging and sensing modalities (software and hardware) and lots of ex-
perimental prototypes have been suggested for different applications; e.g. breast
tumor detection ([49] and [13]), pigs legs([68]), and canine heart ([69]). Fur-
thermore, some pilot studies for clinical imaging prototypes have recently been
published ([38] and [26]).
Another interesting approach in recent years has been that of hybrid imaging
modalities [24], [80] and [66] to take advantage of the positive aspects of se-
veral imaging techniques. For instance, an interesting complementary imaging
technique suggested for breast cancer detection is microwave-induced thermo-
acoustic imaging that combines the high contrast of microwave with the high
resolution of ultrasound [80]. The hybrid techniques are beyond the scope of the
work and will not be further discussed.
When talking about the application of microwaves in medical fields, we have to
first distinguish between sensing and imaging applications. Although both ap-
proaches exploit non-ionizing EM waves at microwave frequencies for medical
diagnosis, their ultimate goal is different.

3



1 Introduction

1.1.1 Microwave sensing

In sensing applications, a microwave signal transmitted by an antenna is received
either by the same antenna or a different antenna after scattering by an object. In
such single-point applications, no image is constructed. The goal is to sense the
change in amplitude or phase of the scattered signal and accordingly to comment
on the status of the object. Instead they generate a graph between different sen-
sed parameters. Some examples of the applications are detection of heartbeat,
respiration and vital signs and recently an extensive research for the detection of
stroke in human head ([50], [79] and [56]).
A review of some important research in microwave sensing can be found in [8].
The sensing applications are however beyond the scope of this work and will not
be further discussed.

1.1.2 Microwave imaging

Imaging applications, on the other hand, result in a 2D or 3D image or map of
the body. Depending on the imaging procedure, the images present either the
location of a strong scatterer (relative energy map) or a map of the dielectric
properties of the different tissues.
Microwave imaging itself can be divided into two major categories: passive and
active techniques. For medical applications, only active techniques are signifi-
cant since passive techniques do not allow full 3D imaging and have a far lower
detection capability ([41]). As for 2D and 3D imaging, a variety of quantitati-
ve and qualitative imaging algorithms have been developed so far. This section
provides a general overview of such methods and discusses the highlights of the
positive and negative aspects of each category.

a. Quantitative imaging

In quantitative imaging, also referred to as microwave tomography ap-
proach, the distribution of the dielectric properties (relative permittivity

4



1.1 Microwaves in medical applications

Fig. 1.1: The general microwave imaging setup; an imaging object (IO) immersed in a matching in-
terface is surrounded by an array of antennas illuminating the IO with microwave signals
and capturing the scattered fields around IO.

and conductivity) of various body tissues are reconstructed in the final
image ([22], [40], [37] and [67]). The body to be imaged is usually sur-
rounded by an array of antennas that illuminate the imaging object (IO)
with microwave signals. For medical applications, usually the whole setup
is immersed in a matching medium to reduce the reflection at the air-body
interface and to couple the microwave signals efficiently to the IO. A prin-
ciple drawing of a microwave imaging setup is shown in Fig. 1.1.

In medical applications, due to the large contrast of the dielectric pro-
perties of the different biological tissues, the inverse scattering problem
is highly ill-posed. Therefore, linear approximations do not hold in prac-
tice and the inverse scattering problem has to be solved using nonlinear
iterative algorithms. So far a variety of nonlinear iterative reconstruction
algorithms have been proposed. The ultimate goal of all of them is the
reconstruction of the dielectric properties of the imaging object ([8], [68]
and [78]).

5
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The reconstruction algorithms can be applied in frequency or time-domain
using a broadband pulse [75]. They can further be applied at a single fre-
quency or at multiple frequencies in a frequency hopping manner (e.g. in
[58] and [5]). Frequency hopping can reduce the artifact level. However,
due to the dispersive nature of the dielectric properties of the tissues, the
frequency-dependence has to also be taken into account.

b. Qualitative imaging

In some medical imaging applications, it is not important to have the diel-
ectric properties of the IO but instead the goal is merely to detect and
localize a strong scatterer; e.g. a tumor in breast. For such applications
there is no need to solve the computationally intensive inverse scattering
problem (quantitative approach explained before). It will be discussed in
the next chapter that a cancer has usually higher dielectric properties than
normal tissues. In this case qualitative imaging algorithms can be applied
to detect and localize the tumor. Various radar imaging algorithms have
been so far developed to focus the tumor ([14], [4] and [71]). In all the-
se techniques, to achieve a high resolution ultra-wideband (UWB) signals
are exploited.

The implemented imaging setup resembles that of the quantitative ima-
ging previously discussed (Fig. 1.1 ). Depending on the imaging procedure
reflected signals (monostatic approach) or scattered signals in different di-
rections (multistatic approach) are recorded. Imaging algorithms are used
to focus the recorded signals. One major challenge of the qualitative ap-
proaches deals with the practical efficient procedure to focus the tumor
response and get rid of the other not interesting responses such as the the
skin response in case of breast cancer detection ([11]). Fig. 1.2 presents a
general overview of the different microwave imaging techniques ([8]).

6



1.2 Applications for microwave medical imaging

Fig. 1.2: Review of general microwave medical imaging methods.

1.2 Applications for microwave medical imaging

This section gives a short overview of some important applications of microwave
medical imaging.

1.2.1 Breast imaging

Breast imaging is one of the most widely investigated applications of microwave
medical imaging so far. The objective of this application is the detection and

7



1 Introduction

localization of breast tumor that is known to have higher dielectric properties
than the surrounding healthy tissues (10% to 400% higher- [30]).
The higher contrast of the tumor tissue makes it a significant scatterer and there-
fore as discussed before microwave Radar techniques (qualitative methods) can
be in principle effectively applied. A lot of pioneer research has been reported
for breast cancer detection via Radar-based techniques ([14], [4] and [71]). Mo-
reover, due to the large contrast, the tumor can be relatively easily distinguished
from the surrounding tissues using microwave tomography approaches [6] and
[7]. Most of the investigations so far are based on numerical breast models and
only very few investigations on actual women are so far reported [38].
The breast imaging setups use a planar, cylindrical or hemispherical antenna ar-
ray implementation. The choice of the setup depends on the imaging approach;
i.e. a cylindrical setup is used in microwave tomography methods whereas a he-
mispherical array is implemented in Radar-based imaging setups. It is been con-
firmed that a combination of an efficient hardware (antenna array) and a strong
signal processing is absolutely critical for obtaining reliable imaging results.

1.2.2 Head imaging

The objective of human head imaging is the detection of damaged brain tissue
due to ischemic or hemorrhagic stroke. The stroke results in either a blood clot
(ischemic) or blood pool (hemorhagic) inside the brain. Due to the difference
between the dielectric properties of normal brain tissues and stroke, the affected
area can be detected using microwave imaging.
Some research has been reported in [61], [48], [65], [20] and [45] and [29] which
concentrates on detecting a stroke in a simplified head model using microwave
tomography imaging. In [65], a feasibility study on microwave stroke detection
is performed using a realistic head model and numerical simulations. The effect
of a stroke on the transmission coefficient is observed which is mainly on the
received phase of the signal. Another feasibility assessment study on microwave

8



1.3 Antenna elements in microwave imaging systems

tomography for brain imaging is reported in [61]. A simple 2D head model is
simulated at three frequencies and the dielectric profile of the model is recon-
structed using nonlinear iterative tomography algorithms. In [48] the microwave
Radar approach is used for stroke detection using broadband 2D antenna array
positioned in air. According to the the research performed so far, it is believed
that microwave technology has a potential for application in stroke detection.

1.2.3 Other microwave imaging applications

There are many other investigated applications using microwave technique such
as imaging of bones [39], soft tissues and joints [64] and heart imaging [69]. The
discussed topics in this work can in general be applied to all medical imaging
applications.
[8] presents a general overview of current microwave medical imaging and sen-
sing applications.

1.3 Antenna elements in microwave
imaging systems

Microwaves are very sensitive and at the same time they undoubtedly carry in-
valuable information. The challenge is to efficiently retrieve this information. It
is worth remembering, that for medical imaging applications, microwaves have
to compete with already well-implemented imaging modalities.
The success of a microwave imaging system depends, to a large extent, on tech-
nological aspects. In active near-field microwave medical imaging, transmitting
and receiving antennas are placed in the close surrounding of the imaging object.
Antenna array design in particular is known to have a direct impact on the image
quality in both quantitative and qualitative imaging methods [3] and [8].
The desired antenna structure has to efficiently direct microwave power towards
the body for an optimum illumination and to have little sensitivity to the en-
vironmental interferences. Furthermore, the choice of the antenna structure is
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very much dependent on the operating frequency range that itself is strongly
dependent on the dielectric properties of the interface medium and the target ap-
plication involved in the imaging scenario. Of great importance is the antenna
dimension that limits the spatial sampling rate of the scattered field. Small-size
antennas are especially interesting regarding the high sampling rate but difficult
to match over a large bandwidth for achieving high spatial resolution in qualita-
tive methods. In practical systems, bandwidth is usually sacrificed for the sake
of size limitations. Especially the construction of an efficient antenna featuring
high fractional bandwidth and small size is a great challenge at low frequencies
[32] and [61].
Moreover, the exploited imaging technology usually demands special characte-
ristics of the antennas. For instance, the accuracy of the quantitative methods, is
directly influenced by the modeling including the antenna modeling in the for-
ward problem setup; i.e. for tomographic imaging scenario, the image quality is
ultimately related to how well the numerical model represents the actual measu-
rement system. A Study in [70] shows that the number and location of antennas
and the number of frequencies used in imaging procedure have a direct influence
on the ill-posedness of the inverse problem in quantitative imaging methods.
Therefore, antennas directly affect the accuracy of microwave imaging in both
quantitative and qualitative approaches. In the antenna design procedure, most
of the time, a compromise must be found between contradictory aspects of an-
tenna size, penetration depth and spatial resolution. As a result, depending on
the considered application and the exploited imaging technology, there is a large
degree of freedom to optimize a microwave medical imaging system.

1.4 Goal and outline of the work

In the light of the discussed challenges regarding the microwave imaging moda-
lities for application in the medical field, the goal of this work is the introduction
of efficient antenna structures on the basis of the requirement of different mi-
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1.4 Goal and outline of the work

crowave imaging methods; i.e. quantitative and qualitative microwave imaging
techniques.
To achieve this goal, several criteria are proposed for the evaluation of single
element antenna structures for application in microwave tomography systems.
The introduced criteria enable the evaluation and comparison of different an-
tenna structures and further assist the development of efficient medical imaging
systems using microwave technology. The validity of the proposed criteria is
further examined via simulated imaging results. Moreover, for qualitative Radar
approaches, compact broadband antennas are proposed for two target applicati-
ons of breast cancer detection and stroke detection.
At this point it is necessary to emphasize that although the main focus of the
research in this work is the application of microwave technology in medical
field, the recommended solutions and especially the proposed criteria for the
evaluation of antennas for different microwave imaging methods apply to other
microwave imaging applications as well; namely through wall imaging (TWI),
ground penetrating Radar (GPR) and industrial applications.
The organization of the work is as follows:
Chapter 2 covers a review of the concept of microwave medical imaging and
explains the basis of the technique. It presents some basic dielectric properties
of biological human body tissues (healthy and damaged tissues).
Chapter 3 deals with the considerations regarding the optimum microwave fre-
quency range for medical imaging applications. Using an example scenario,
it will be shown that the optimum frequency range is absolutely application-
dependent. As a result, prior to any system deign and implementation, it is ne-
cessary to study the most important interaction of signals in microwave frequen-
cy range to the IO and to decide an optimum operational frequency. A 2D nu-
merically realistic MRI derived head model is successfully imaged at a single
frequency in the proposed spectrum using microwave tomography.
In Chapters 4 to 6 antenna structures are proposed and evaluated for quantitative
and qualitative microwave imaging methods; namely full-wave 3D microwave
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tomography in Chapter 4, synthetic 3D microwave tomography in Chapter 5
and finally Radar beamforming in Chapter 6. For various imaging techniques
the required specification of the antennas are first discussed and accordingly
antenna structures are optimized for the specific application. At the end, optimal
antenna structures are proposed for specified applications and imaging methods.
Chapters 5 and 6 further include some evaluations of the proposed antennas for
the target imaging applications.
The work will be wrapped up in Chapter 7 with a conclusion and discussion on
the achievements of the research. This chapter will also include some suggestion
for future extension of the current research. A list of the most important publis-
hed achievements of this research can be found at the end of the dissertation
(under own publication).
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2 Fundamentals of microwave
medical imaging

There is a need to investigate human anatomy and physiology for both heal-
thy and abnormal cases. Medical imaging is an important tool to visualize the
abnormalities in a mostly noninvasive procedure. Utilizing non-ionizing electro-
magnetic (EM) waves at microwave frequencies is regarded as an economical
and low-risk imaging approach. The biological tissues of human body exhibit
frequency-dependent (dispersive) characteristics at radio frequency (RF) spec-
trum. The RF signals interacting to our body will be generally attenuated and
distorted passing through different layers. Therefore, when it comes to medi-
cal imaging using RF signals, it is of great importance to study and analyze the
characteristics of tissues from the EM point of view.
In this chapter, the basic physical phenomena of EM wave propagation through
a general lossy medium is discussed. Several important propagation characteri-
stics such as the propagation constant, wave distortion, attenuation and penetra-
tion depth are generally reviewed in frequency range of DC to a few GHz. The
human body is looked at from the EM point of view and the different biological
layers are classified accordingly. After reviewing the EM properties of natural
healthy tissues, the chapter will continue with the discussion of the changes of
the EM properties of the normal tissues in case of abnormalities. The principle
of microwave medical imaging will be discussed. Before further preceding to
a deeper look at microwave medical imaging in the next chapters, some safe-
ty issues and concerns regarding the human body being exposed to microwave
signals will be discussed.
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2 Fundamentals of microwave medical imaging

2.1 Electromagnetic wave propagation
through a general lossy medium

The propagation of electromagnetic wave are best described using maxwell’s
equations (as published by Maxwell in 1873) [57] and [2].
In case of a linear media (ε and µ independent of

→
E and

→
H), the Maxwell equa-

tions in phasor form can be written as:

∇×
→
E=− jwµ

→
H (2.1)

∇×
→
H= jwε

→
E +

→
J (2.2)

∇·
→
D= ρ (2.3)

∇·
→
B= 0 (2.4)

The constitutive relations are as follows:

→
D= ε

→
E (2.5)

→
B= µ

→
H (2.6)

where ε and µ are the so called permittivity and permeability of the medium.
They might be complex tensors depending on the medium through which the
EM waves propagate.
In general, a homogeneous, isotropic and lossy medium can be thoroughly de-
scribed using its complex permittivity and permeability that can be written as
follows:

ε = ε0(ε
′− jε ′′) = ε0εr (2.7)

µ = µ0(µ
′− jµ ′′) = µ0µr (2.8)
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2.1 Electromagnetic wave propagation through a general lossy medium

ε0 = 8.85×10−12 and µ0 = 4π×10−7 are the intristic permittivity and permea-
bility of vacuum.
ε ′′ is responsible for the dielectric and conductive losses of the medium. In most
of the human tissues the conductive currents are however dominant. εr is the so
called relative permittivity of the medium (generally a complex value). Biologi-
cal tissues are furthermore assumed to be non-magnetic and therefore throughout
this work µ ′′ is considered to be zero.
For a medium conductivity σ , a corresponding conduction current density

→
J

exists that is proportional to the
→
E vector according to:

→
J= σ

→
E (2.9)

Equation (2.2) can be re-written as:

∇×
→
H = jwε

→
E +

→
J

= jwε0εr
→
E +σ

→
E

= jwε0[εr− j
σ

wε0
]E

(2.10)

Therefore, the modified complex permittivity can be expressed as:

ε = ε0(εr− j
σ

wε0
) (2.11)

To define other important propagation parameters, we need to have the wave
equation. For a source-free medium (

→
M= 0), the wave equation can be derived

as follows starting from (2.1):

∇×
→
E =− jwµ0

→
H

∇×∇×
→
E =− jwµ0∇×

→
H

∇(∇.
→
E)−∇

2 →E = w2
µ0ε0[εr− j

σ

wε0
]
→
E

(2.12)
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2 Fundamentals of microwave medical imaging

that is:
∇

2 →E +w2
µ0ε0[εr− j

σ

wε0
]
→
E= 0 (2.13)

To simplify the above equation, the wave number in a lossy medium is defined
as:

k = w
√

µ0ε0[εr− j
σ

wε0
] (2.14)

Here, the complex wave propagation constant for the medium can be defined as:

γ = α + jβ = jk = jw
√

µ0ε0[εr− j
σ

wε0
] (2.15)

α and β are the attenuation and phase constants, respectively. By separating the
real and imaginary parts of the right side of the above equation they can be more
specifically derived as follows:

α =
w
c0

√
εr

2
[

√
1+(

σ

wε0εr
)2−1] (2.16)

β =
w
c0

√
εr

2
[

√
1+(

σ

wε0εr
)2 +1] (2.17)

2.1.1 Attenuation constant

It is obvious that the existence of conductive loss (σ ) leads to a non-zero atte-
nuation constant and correspondingly introduces losses to the propagation of the
signals.
According to (2.13) and (2.15) the wave equation for an electric field with only
x̂ component becomes:

∂ 2Ex

∂ 2x
− γ

2Ex = 0 (2.18)

which has the solution:
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2.1 Electromagnetic wave propagation through a general lossy medium

Ex(z) = E+e−γ z +E−eγ z (2.19)

The propagation factor of the positive travelling wave is of the form:

e−γ z = e−α ze−β z (2.20)

It represents an exponentially damping wave travelling in +z direction with a
phase velocity of vp = w

β
and a wavelength of λ = 2π

β
. α , the attenuation con-

stant, determines the rate of the decay of the wave. Assuming a distance of 1
meter it can be expressed in dB as follows:

D(dB/m) = 20.log10(e−α) =−20.α.log10(e) = 8.686.α (2.21)

2.1.2 Penetration depth

Another very important parameter is the penetration depth or the so called skin
depth. As the name implies, it refers to the penetration capability of the EM wave
into a general lossy medium. It is defined as the depth at which the strength of
the field (magnitude) decays to 1

e of the field value at the surface of the medium;
that is:

δp =
1
α

=
c0

w
√

εr
2 [
√

1+( σ

wε0εr
)2−1]

(2.22)

2.1.3 Wave impedance

The wave impedance in a lossy medium can be estimated from:

ηm =

√
µ

ε
=

√
µ0

ε0[εr− j σ

wε0
]
=

η0√
[εr− j σ

wε0
]

(2.23)
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2 Fundamentals of microwave medical imaging

η0 is the intrinsic wave impedance of vacuum and is equal to 120π . Since the
permittivity and conductivity are frequency-dependent (εr(w) and σ(w)), it turns
out that the wave impedance also varies with frequency.
From the discussion above and following the introduction of the most important
wave propagation parameters, it turns out that with the knowledge of the com-
plex relative permittivity of a medium (dielectric properties of a medium), in
principle it is possible to estimate the phase constant, attenuation, penetration
depth and wave impedance. Therefore the dielectric properties of human biolo-
gical tissues are the basis of the analysis of wave propagation and its interaction
with the human body. In the next section, we’ll have a look at the dielectric
properties of the biological human body tissues.

2.2 Dielectric properties of biological tissues

The dielectric properties of biological tissues are the key to analyzing and under-
standing the different possible interactions of EM waves and the human body.
Therefore a good knowledge about the dielectric properties of biological tissues
is of great importance.
An early review of the dielectric properties of human tissues is presented in
[16]. The measurements of the dielectric properties of the tissues range from
in-vivo to ex-vivo techniques as presented by Gabriel in [16]. Different types
of tissues, including both healthy and abnormal tissues, have distinct dielectric
properties (relative permittivity and conductivity). These differences originate
from the different water-content of the various tissues which results in a variation
of the scattered signals by the tissues. Even the dielectric properties of a single
biological tissue are frequency dependent. Therefore, not only various tissues
exhibit different dielectric properties, these properties of a single tissue vary
also versus frequency.
To model the frequency dispersive nature of a biological tissue, one can use the
Debye model or the Cole-Cole model. Using either of these two estimation mo-
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2.2 Dielectric properties of biological tissues

dels, the dielectric properties of human tissues based on experimental databases
can be estimated and predicted.

2.2.1 Debye model

According to [16], one possible model to predict the frequency-dependent diel-
ectric properties of biological tissues is the Debye model. It is a rather straight-
forward first-oder approximation that predicts the complex relative permittivity
of a single tissue as a function of frequency. The equation is as follows:

ε = ε0(εr− j
σ

wε0
) = ε∞ +

εs− ε∞

1+ jwτ ′
(2.24)

ε∞ is the saturated permittivity at very high frequencies, εs is the static permitti-
vity at very low frequencies. ∆ε = εs− ε∞ is described as the magnitude of the
dispersion and finally τ ′ is a relaxation time constant.
The Debye model is a first order approximation and gives only a rough estimate
of the dielectric properties of the tissues. The model proves to fail at correctly
predicting the dielectric properties in broadband frequency ranges.

2.2.2 Cole - Cole model

The spectrum of the tissues can be more accurately described by the higher-order
approximation model from Cole-Cole [16]. The Cole-Cole dispersion model is
as follows:

ε(w) = ε∞ +∑
n

∆εn

1+( jwτn)(1−αn )
+

σi

jwε0
(2.25)

αn is the distribution parameter and is a measure of the frequency dispersion. σi

is an added conductivity term ([16]).
With a choice of appropriate parameters corresponding to each tissue, 2.25 can
be applied to predict the frequency-dependent dielectric characteristic of a single
tissue over a desired range of frequencies. Fig. 2.1 shows the relative permittivity
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Fig. 2.1: The relative permittivity and conductivity of some biological tissues as predicted by the
Cole-Cole approximation over a broad range of frequencies.
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and conductivity of a couple of biological tissues at a broad frequency range as
predicted by the Cole-Cole formula.

2.3 Examples of abnormalities of human tissues

When an abnormality occurs in a tissue, the dielectric properties of that tissue
change. This alternation of relative permittivity and conductivity can be indeed
sensed using microwaves. This is the basic of microwave medical imaging.
Apart from the different water content of healthy and abnormal tissues, a varie-
ty of other factors exist that are proven to be responsible for the difference in
the dielectric properties of healthy tissues and abnormalities eg. inflammation
causing the breakdown of the cell membrane. In the following, we look deeply
at two major life-threatening abnormalities affecting many people in the world:
breast cancer and head stroke.

2.3.1 Breast cancer

Breast cancer is one of the most common cancer in the world. More and mo-
re women are anticipated to be diagnosed with breast cancer in future. Studies
performed since the 1960s, show that regular screening for the early diagnosis
of the breast cancer can reduce the growth rate of the disease. Current clinical
screening techniques suffer from limitations for breast cancer detection ([49]
and [8]). These limitations motivated the researches all over the world to inve-
stigate alternative or supportive approaches for breast screening. In particular,
techniques relying on EM detection have been recently receiving special inte-
rest. The detection of breast cancer using microwave technology relies on the
contrast between the dielectric properties of normal breast and tumor tissues.
Lazebnik ([30]) performed a large scale study on the ex-vivo measured dielectric
properties of normal and malignant tissues over the frequency range from 0.5 to
20 GHz. According to this study, normal breast tissues are divided into three
groups: 1) low (0-30%); 2) average (31-84%); 3) high (85-100%) adipose (fat)
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2 Fundamentals of microwave medical imaging

tissue content. The results of the study enable the representation of the dispersive
dielectric properties of each tissue type using Cole-Cole model 2.25.
Fig. 2.2 shows the dielectric properties of the three normal breast tissue types
together with the dielectric properties of a ex-vivo measured malignant tissue.
It is concluded that the dielectric properties of normal breast tissue vary signifi-
cantly over frequency and moreover, they heavily depend on the adipose level.
The contrast in dielectric properties between an adipose-dominant tissue and a
tumor follows a ratio of 10:1. This contrast, however, falls down to approximate-
ly 10% between a low adipose tissue and malignant tissue. The contrast between
a normal breast tissue and tumor is however in all cases sufficiently large to be
sensed by microwave imaging.

2.3.2 Head stroke

Stroke or brain attack remains an important and time-sensitive health concern in
the world. It refers to a disturbance in the blood flow leading to malfunctions of
the brain. The injury is regarded as a high risk concern having the potential to
be fatal (accounted for 1 in every 16 deaths in the USA and second major cause
of human death in the whole world) or sometimes leading to lifelong disabilities
[60], [23] and [47].
Acute ischemic stroke is known to be the major type of stroke. It is the con-
sequence of a blockage caused by a local clot in the blood circulation route
interrupting the blood supply to some part of the brain. If not treated in time this
reduction of blood supply may lead to irreversible damage of the brain tissues.
Another category of brain malfunction as a result of blood flow disturbance is
that of hemorrhagic stroke. This would be the consequence of bleeding some-
where inside the brain which may be due to a rupture of a vessel.
The symptoms of stroke are varied and range from weakness, dizziness, slurred
speech, problems with reading, etc. A suspected stroke is an emergency situation
and regarding the fact that the two mentioned kinds of strokes share similar
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Fig. 2.2: The relative permittivity and conductivity of three categories of normal breast tissue and
malignant tissues over a broad range of frequencies.
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symptoms however require totally different measures, fast and reliable diagnosis
techniques within the early hours since the first symptoms show up, are vital for
a successful treatment.
Typical stroke diagnosis is carried out using a neurological examination follo-
wed by medical imaging techniques the most common ones for this application
are computed tomography (CT scan) and magnetic resonance imaging (MRI)
[47]. Although these current imaging techniques are efficient in terms of identi-
fication of the type and location of stroke, they suffer from not being fast, cost
effective and portable and so are limited to major hospitals and are not available
in all medical clinics. This very negative fact invokes the main motivation of
looking for alternative imaging techniques speeding up the procedure in terms
of availability of portable diagnosis devices in ambulances and small clinics to
initiate the necessary treatment procedure with less delay.
One efficient portable imaging instrumentation nowadays is ultrasound. For this
specific application of stroke detection, the major insurmountable obstacle for
ultrasound systems is that the skull bone has a high acoustic impedance leading
to nearly 100% reflection at the boundary so that nearly no intensity is trans-
mitted into the brain. Skull has also a high sound propagation speed compared
to soft tissues, and has a variable thickness that distorts the wave propagation
and destroys the focus of a beam. For imaging of the human head in general
ultrasound is not a viable technology [74].
Biological tissues of human body can be categorized into two major groups re-
garding the water content. The high water content tissues such as skin, muscle,
brain and low water content tissues like fat and bones. Human head consisting of
skin, skull and brain lies in the high-contrast medium category which is a diffi-
cult environment to be imaged using microwave techniques (Fig. 2.3). Therefore
for a successful detection of stroke, a highly efficient imaging system integrating
high performance antennas, detectors and sensors together with novel image re-
construction and classification algorithms are necessary to cope with the high

24



2.4 Safety concerns of exposure to microwave energy

attenuation and scattering of the signals propagating in brain tissues. This sub-
ject will be discussed more in the next chapters.

2.4 Safety concerns of exposure
to microwave energy

Thermal effects are the proven dangers of exposure to electromagnetic radiation.
Human body absorbs radio frequency (RF) and microwave radiation and turns
it to heat. The heating occurs inside the body and can not be felt from outside
(as in the case of microwave oven). Most dangerous human organs are brain,
eyes and the stomach. Therefore, when it comes to using EM waves for medical
applications, it is of great importance to determine reliable safety levels in order
to prevent exposure to harmful power levels [57].
Specific absorption rate (SAR) ist one exposure limit set by the Federal Com-
munications Commission (FCC) which measures the amount of the dissipated
power (heat) in a unit of tissue mass. SAR is defined as:

SAR =
σ

2ρm

∣∣∣~E∣∣∣2 W/kg (2.26)

where σ is the conductivity of the tissue (S/m), ρm is the tissue density (kg/m3)
and ~E is the electric field inside the tissue. The assigned SAR limit by FCC in the
frequency range of 100 KHz to 10 GHz is 1.6W/kg averaged over 1g of tissue.
In Europa, however, the limits are set at 2W/kg averaged over 10g of tissue.
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Fig. 2.3: The relative permittivity and conductivity of human head tissues versus frequency; Cole-
cole model.
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3 Specifications and requirements for
microwave medical imaging

In this chapter, some active microwave imaging modalities are reviewed. It will
be discussed that the specification of a microwave imaging system depends on
one side on the target imaging application and on the other side on the employed
imaging method (i.e. quantitative or qualitative approach).
For an example scenario of head imaging using microwaves, the most import-
ant interactions of the signals to a multilayer human head model are studied.
The ultimate goal is to comment on the frequency requirement of a microwave
imaging system for the detection of stroke in human head. The possibility of de-
tecting a hemorrhagic stroke using the microwave quantitative method is further
examined using a numerically realistic head model (MRI-derived model).

3.1 Microwave imaging methods

3.1.1 On the importance of a matching interface

In microwave medical imaging, the complete imaging setup is usually immer-
sed in an interface medium with complex permittivity of εm called a matching
medium. The idea behind using a matching medium is to efficiently couple the
EM energy to the body and minimize the reflections at the air-body interface.
Furthermore, since the resolution of a microwave imaging system is wavelength-
dependent, by applying a matching medium the imaging resolution is increased
according to:
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3 Specifications and requirements for microwave medical imaging

λm =
λ0√
εm

(3.1)

where λ0 is the wavelength of the microwave signal in air.
A lossy matching medium will also limit the reflections off the tank boundaries.
Losses further ensure that the signals collected by receivers are mainly domina-
ted by the scattering of the imaging object and that all the other multi-paths are
negligible.
On the other hand, a lossy matching liquid attenuates both the unwanted reflec-
tions and the main target signal, simultaneously. As a result, a high dynamic
range and signal-to-noise ratio is essential to capture the target reflections above
the noise level. However, considering the higher permittivity of biological tis-
sues compared to air, the matching medium is considered as an optimal way of
coupling most of the microwave energy into an IO and avoiding the high losses
at the air-body interface.
For 2D and 3D microwave imaging, both quantitative and qualitative imaging
algorithms have been developed. In the following we will have a look at some
such imaging methods.

3.1.2 Quantitative microwave tomography

Microwave tomography (MT) is an imaging modality that has a broad range of
applications e.g. industrial non-destructive testing, through-wall imaging, land-
mine detection, detection of defects and cracks in construction materials and
biomedical imaging. Ever since the introduction of the technique in the late 70âs,
there has been a non-stop effort in the development of sophisticated algorithms
and practical measurement systems in the frequency range from a few hundred
Megahertz up to a few Gigahertz [22].
In this imaging approach, the body to be imaged is surrounded by an array of
transmit and receive antennas. The body is then in turn illuminated by the mi-
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3.1 Microwave imaging methods

Fig. 3.1: Imaging setup in microwave tomography method; an IO with unknown relative permittivi-
ty and conductivity is surrounded by an array of antennas.

crowave signal of a transmit antenna and the scattered signals at different obser-
vation points are recorded by all the receive antennas (Fig. 3.1).
The ultimate goal of a MT imaging system for biomedical applications is the
quantitative reconstruction (2D or 3D) of the complex dielectric properties of the
IO (relative permittivity and conductivity). In the medical field, a lot of progress
has been reported on the detection of breast cancer yet many other applications
have also emerged e.g. stroke detection and bone imaging [7], [46] and [39].
The general image reconstruction procedure in microwave tomography is sum-
marized in the block diagram of Fig. 3.2. Microwave tomography imaging of
biomedical bodies includes the following steps:

1. The final goal of MT imaging is the reconstruction of the relative permit-
tivity and conductivity of the biological object. As can be seen in Fig. 3.1,
an IO is surrounded by an array of antennas. With the antennas acting se-
quentially as transmitters and receivers, a number of measured scattered
signals are recorded at several observation points. The goal is to figure
out a unique solution for the inversion problem of determining the relative
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permittivity and conductivity of the object using the measured scattered
signals.

2. After performing the measurement and obtaining the measured scattered
signals from the object, the measurement setup is simulated in a numerical
solver which is referred to as forward solver. Different numerical analy-
sis techniques can be used as forward solver. Examples are the method
of moments (MOM), finite element (FE), finite difference time domain
(FDTD) [63]. A numerical model of the measurement setup is generated
in the forward solver and the simulation domain is divided into mesh cells.

3. The first step in the reconstruction procedure, is the assignment of an initi-
al relative permittivity and conductivity to the different mesh cells of the
simulation model in the forward solver (initial guess). Usually, the who-
le mesh cells are initially assigned the same dielectric properties as the
surrounding matching medium.

4. With the assigned initial guess, the numerical simulation in the forwards
solver runs and scattered signals are simulated (first iteration).

5. The measurement signals are correspondingly compared to the obtained
simulated scattered signals and the error is estimated.

6. In this step, the relative permittivity and conductivity of the different mesh
cells in the simulation model of forward solver are updated to minimize
the error between the measured and simulated scattered signals. For medi-
cal imaging, nonlinear iterative optimization algorithms are applied. One
example of the optimization techniques is the nonlinear iterative Gauss-
Newton approach [22].

7. After applying an optimization technique, the dielectric properties of all
the mesh cells in the numerical model are updated. Afterwards, with the
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new estimated dielectric properties, the forward solver is re-simulated and
another set of simulated scattered signals are estimated.

8. The procedure is repeated iteratively until the error converges (at this point
updating the dielectric properties of the mesh cells, doesn’t improve the
results anymore).

The above discussed image reconstruction procedure can be applied either at a
single frequency or over a wideband spectrum (the so called frequency hopping
technique [58]). In a frequency hopping approach, ignoring the frequency di-
spersion of the different tissues, the results obtained at one frequency are used
as a starting guess for an upper frequency. This way it is possible to decrease the
artifact level especially in the reconstructed conductivity profile of the body.

3.1.3 Qualitative Radar imaging

In some medical imaging applications, such as breast cancer detection, the aim
is not to obtain a map of the dielectric properties of the object but only to deter-
mine if there is a tumor inside the body or not and to localize it. In such cases,
no computationally intensive iterative reconstruction algorithms are necessary.
As discussed in the previous chapter, breast tumor has usually higher dielectric
properties than the healthy surrounding tissues that makes it a strong scatterer.
Various Radar imaging algorithms can be utilized to focus the tumor ([51], [4]
and [14]). These techniques are similar to quantitative approaches in that the
object is again surrounded by an array of antennas. Each antenna transmits an
Ultra Wideband (UWB) signal (short pulse at a time) to guarantee a good spatial
resolution.
In Radar imaging, the backscattered signals contain not only the tumor respon-
se, they also include the artifact of skin response and the response from all
other tissues we are not interested in (interference signal). Therefore, some pre-
processing needs to be performed to extract the pure tumor response from the
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Fig. 3.2: The flowchart of a general image reconstruction algorithm in microwave tomography.

After the removal of unwanted skin-response, the imaging procedure includes
the following steps:

1. The pre-processed backscattered signal at each antenna is integrated over
time (if the measurements are performed in the frequency domain, they
have to be converted into the time domain using inverse fast Fourier trans-
form (IFFT)).
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recorded signal. For this purpose several pre-processing algorithms are proposed
in the literature [11] and [27].



3.2 Specification of microwave medical imaging - example application of stroke detection

2. All the integrated waveforms are then time-shifted to focus a single speci-
fic pixel in the imaging domain. By adjusting appropriate time-shifts the
beamformer is scanned to different focal points inside the IO.

3. The time-shifted signals from all the antennas are afterwards coherently
summed to obtain the associated intensity of each synthetic focal point in
the imaged body.

4. The energy of the resultant signal is a single value showing the backscat-
tered signal energy at different locations inside the IO.

3.2 Specification of microwave medical imaging -
example application of stroke detection

When it comes to the required specification of a microwave medical imaging
setup, the target application needs to be first specified. This is because the
specification (such as frequency range, antenna type, dynamic range, etc) is
application-dependent. Therefore, at the beginning of designing a system for
medical imaging, the target application needs to be deeply studied and only after
that we can comment on the hardware and software requirement of the ultimate
imaging system.
Above all, the operating frequency range is very determining as it directly in-
fluences both the hardware and software of the imaging system. To decide the
optimum frequency range for a specific application, the interaction of microwa-
ve signals to the target IO needs to be previously studied. As a general rule, in
microwave imaging a lower frequency of the spectrum allows good penetration
into the IO however due to the large wavelength at these frequencies they yield
a poor resolution. A higher spectrum, on the other hand, generally results in a
good resolution but it fails at penetrating deep inside the IO. Therefore, to decide
the optimum frequency range of a Radar for a specific application the interaction
of microwave signals to the target IO needs to be studied first.
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In the following, as an example application, the required bandwidth of a mi-
crowave imaging system for the detection of stroke in a human head is studied.
The procedure includes looking at a human head from electromagnetic points
of view, i.e the dielectric properties of brain, and the interaction of broadband
microwave signals to the different layers of a human head. Specially the attenua-
tion of individual head tissues, the effective penetration depth of the microwave
signals inside the head model at different frequencies, the transmission and re-
flection of the signals at the interface between adjacent layers will be estimated.
At the end of the analysis, an optimum frequency range is proposed for human
head imaging.

3.2.1 Microwaves for head imaging

A human head consists mainly of five layers including skin, skull, cerebro-spinal
fluid (CSF), gray matter and white matter. The layers are generally dispersive
and vary vastly regarding the water-content, i.e a human head includes the very
low water-content skull as well as the high water-content CSF and brain [16].
Microwave imaging exploits the difference between the dielectric properties of
the tissues to detect and localize any malfunctions inside the brain. Therefore,
an efficient penetration of microwave signals into the human head in order to
distinguish the different layers is an extreme challenge.

Tabelle 3.1: Typical thickness of human head different tissues

Tissue Thickness (mm)
Skin 5
Skull 7
CSF 5

Gray matter 22
White matter 30

For the analysis of the interactions between microwave signals and the human
head, a planar multilayer structure is analytically studied. The model consists of
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3.2 Specification of microwave medical imaging - example application of stroke detection

six planar layers infinite in size whose arrangement is shown in Fig. 3.3. The
dispersive dielectric properties of the layers are obtained from the Cole-Cole
formula previously mentioned in Chapter 2. Each layer is assigned its typical
thickness similar to the real biological one as mentioned in the literature (Table
3.1); [61]. A hemorrhagic stroke approximated as a blood layer is inserted deep
inside the multilayer head model inside the white matter (Fig. 3.3).
To begin the analysis, we look at some individual properties of the layers. Fig.
3.4 (a) presents the attenuation constant of each tissue as a function of frequency
up to 10 GHz. As can be seen in the figure, a broadband signal will be attenua-
ted differently inside different tissues. Furthermore, the amount of attenuation a
broadband signal experiences depends very much on the frequency since the tis-
sues are very dispersive. For instance, inside the gray matter tissue, the attenua-
tion of 4 dB/cm at 2 GHz increases to 6 dB/cm at 4 GHz. Therefore, considering
a broadband signal, the different attenuation at different frequencies will lead to
the distortion of the signal.
Another characteristic of the individual head tissues is the penetration depth. Fig.
3.4 (b) displays the estimated penetration depth inside the different head tissues
versus frequency. It is observed in the figure, that as the frequency increases the
signal can hardly penetrate inside the tissues. At frequencies above 4 GHz the
penetration inside the brain decreases to only a few cm.
On the other hand, in microwave imaging the resolution is determined by the
wavelength. Although generally speaking higher frequencies are specially inte-
resting to achieve high resolution in medical imaging, the utilization of higher
frequencies is limited due to the large attenuation of the tissues at higher fre-
quencies and the lower penetration capability of the microwave signals inside
the tissues as the frequency increases.
In conclusion, for a successful imaging using microwave signals, some compro-
mise needs to be done to enable efficient imaging i.e. enough penetration and
good resolution. For the example of the detection of stroke utilizing microwa-
ve imaging, the interaction of microwave signals as they penetrate into different

35



3 Specifications and requirements for microwave medical imaging

Fig. 3.3: The planar multilayer head model for ray tracing analysis.

3.2.2 Interaction of microwave signals
to a multilayer head model

When a microwave signal impinges an interface, the waves will be generally
diffracted. Diffraction is a complex physical phenomena and to analyze it exact-
ly, complicated numerical codes are necessary. Diffraction refers to EM signals
being scattered, partially transmitted at an interface and partially reflected. To
study the interaction of microwave signals to the planar multilayer head model
of Fig. 3.3, the following three first-order scattering phenomena are taken into
account [57]:

1. attenuation of the signals as they propagate through the layers,
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head layers are discussed in the following parts of this chapter. The goal is to
estimate the transfer function of the multilayer head model at different frequen-
cies. Considering the practical concerns and limitations, only after this analysis
we would be able to recommend an efficient bandwidth for head imaging using
microwaves.
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Fig. 3.4: (a) The attenuation constant of human head tissues over frequency. (b) The penetration
depth inside human head tissues over frequency.
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2. partial transmission of the signals at the interface from one layer to the
adjacent layer,

3. partial reflection of the signals at an interface back towards the transmitter,

To estimate the transmission and reflection coefficients at an interface between
two mediums of relative complex permittivity of εr1 and εr2 the following for-
mulation valid for normal incidence can be used [57]:

Γ1 =
η2−η1

η2 +η1
(3.2)

T21 =
2η2

η2 +η1
(3.3)

ηi =
η0√
εri

(3.4)

η0 is the intrinsic wave impedance of vacuum. Knowing the corresponding trans-
mission and reflection coefficients of all the layers, it is possible to estimate the
amount of transmitted and reflected energy at each interface (Fig. 3.5). Inside
each layer, the waves undergo attenuation that can be estimated using the spe-
cific attenuation constant of the different tissues (Fig. 3.4 (a)). The penetration
depth inside each tissue is further estimated and displayed in (Fig. 3.4 (b)). This,
enables us to perform a simple analysis to predict the interaction of the micro-
wave signals to the simplified multilayer head model of Fig. 3.3 approximately.
An ideal point-source antenna radiating a 0 dBm plane wave in the frequency
range of DC to 5 GHz is placed at the distance of 50 mm to the skin layer (Fig.
3.3 ). The source is assumed to be inside a matching interface of relative per-
mittivity 40 and a constant conductivity of 1 S/m. The goal is to estimate the
amount of reflected power back to the antenna from the blood layer (represen-
ting a stroke region in the model). The results of the analysis at several single
frequencies up to 5 GHz are presented in the Fig. 3.6 to 3.8.
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3.2 Specification of microwave medical imaging - example application of stroke detection

Fig. 3.5: The reflected and transmitted microwave signals at an interface between two medium.

The results show that the amount of power reflected back to the antenna from
the blood layer decreases considerably as the frequency increases. It should be
emphasized that the presented results serve only as an initial estimation that
corresponds to a simple planar head model and many realistic issues are missing
in the analysis. Here is a list of some approximations:

1. the model is planar and the real geometrical shape of the head tissues and
their curvatures are not included in the model,

2. higher-order diffraction contributions and multiple reflections are neglec-
ted mainly due to their anticipated weak contributions compared to the 1st
order contributions.

3. the loss and inefficiencies of the different components of the measurement
system such as cables and connectors are not taken into account.

In a real scenario the dispersion and attenuation of the real head tissues are ex-
pected to be worse at each individual frequency and the diffraction of microwave
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Fig. 3.6: (a) Attenuation at 0.5 GHz; the reflected power back to the transmitter from the blood
layer at 0.5 GHz. (b) Attenuation at 1 GHz; the reflected power back to the transmitter
from the blood layer at 1 GHz.
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Fig. 3.7: (a) Attenuation at 2 GHz; the reflected power back to the transmitter from the blood layer
at 2 GHz. (b) Attenuation result at 3 GHz; the reflected power back to the transmitter from
the blood layer at 3 GHz.
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Fig. 3.8: (a) Attenuation at 4 GHz; the reflected power back to the transmitter from the blood layer
at 4 GHz. (b) Attenuation result at 5 GHz; the reflected power back to the transmitter from
the blood layer at 5 GHz.

42



3.3 Numerical investigation of hemorrhagic stroke detection using microwave tomography

signals at the interface of each layer is expected to be far more complicated. Still
considering these results low frequencies around 500 MHz are recommended.
These frequencies allow deep penetration into the head layers where the stro-
ke might happen (Fig. 3.6 (a)). On the other hand, the best resolution can be
achieved at high frequencies due to the small wavelength at such frequencies.
However, as conformed by the results of the analysis in this section, the highest
frequency is limited due to the higher attenuation of the microwave signals and
as a result lower signal to noise ratio (SNR) as the frequency increases. There-
fore, for a detection of stroke, a compromise needs to be done between the high
resolution and reliable SNR. On the basis of the discussion so far and according
to the results in Figs. 3.7 to 3.8, an upper limit of 2 GHz is recommended. Up
to 2 GHz the attenuation of the microwave signals seems to be tolerable and it
might be possible to detect the stroke with reliable SNR. It has to be emphasi-
zed that the construction of efficient and compact antennas with high fractional
bandwidths in the frequency range of 0.5 - 2 GHz is a big challenge [32] and
[61].
In the following, a numerically realistic 2D head model is imaged in a simulation
scenario at 1 GHz.

3.3 Numerical investigation of hemorrhagic stroke
detection using microwave tomography

In this section, an anatomically realistic 2D head model extracted from [62] with
an artificially embedded hemorrhagic stroke region is simulated in an FDTD
solver using 24 ideal point source antennas surrounding the model in a form
of a square array. Using a nonlinear iterative image reconstruction algorithm
based on Gauss-Newton optimization implemented in C++, the head model is
successfully reconstructed after 10 iterations starting from a homogeneous initial
guess (blind inversion).
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3 Specifications and requirements for microwave medical imaging

Fig. 3.9: The 2D numerical head model and the point-source array surrounding it; dimension of the
array is 24 cm x 24 cm

3.3.1 MRI-derived head model

The MRI-derived head model includes 5 layers: skin, skull, CSF, gray matter
and white matter. The dielectric properties of each layer are estimated using
the Cole-Cole formula at the single frequency of 1 GHz and are listed in Table
3.2. The imported numerical head model ( 1 mm resolution) is surrounded by
24 ideal point antennas in a form of a square array (distance between adjacent
elements 4 cm) (see Fig. 3.9). An area of stroke (blood) modeled as a circle
of radius 8.5 mm is further inserted to the head model. Fig. 3.10 presents a
quantitative view of the dielectric properties of the layers (contrast of the tissues)
and their corresponding thickness at a cut line passing through the center of the
blood circle. The head model of Fig. 3.9 is first simulated in the FDTD software
MEEP [52] and following a multistatic scenario 24 x 23 scattered electric fields
(referred to Emeas) are obtained at 1 GHz.

3.3.2 Imaging algorithm: nonlinear iterative Gauss-Newton

In a MT imaging system, the image reconstruction is essentially based on the
comparison between the measured electric fields and the electric fields obtained
by the numerical simulation of the measurement system (performed by the so
called forward solver). The dielectric properties of the imaging object are retrie-
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Fig. 3.10: The relative permittivity and conductivity assigned to the MRI-extracted numerical mo-
del at 1 GHz; a horizontal cut at the position of blood (stroke). (a) relative permittivity,
(b) conductivity.
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Tabelle 3.2: Dielectric characteristics of the numerical head model at 1 GHz

Relative permittivity Conductivity (S / m)
skin 45.71 0.88
skull 12.36 0.155
CSF 68.44 2.45

gray matter 52.28 0.98
white matter 38.58 0.62

stroke (blood) 61 2
matching medium 45 0.5

ved by minimizing the discrepancies between the scattered electric fields of the
numerical model Esim and the measured scattered electric fields Emeas obtained
after calibration [22] and [53]. This minimization can be formulated as:

min =⇒‖Emeas−Esim‖2 (3.5)

Following an iterative procedure based on a Gauss-Newton optimization, the
complex permittivity of each mesh cell of the model will be updated in a way to
lead to the minimization of the discrepancy between the measured and simulated
scattered electric fields in equation (3.5). The new complex permittivity at the
end of each iteration will be estimated as:

εn+1 = εn +∆ε (3.6)

εn is the complex relative permittivity at the nth iteration. The increment in the
real part and the imaginary parts of ε are estimated in every other iterations
successively using:

∆ε = (JT J+λ I)−1JT (Emeas.−Esim.) (3.7)
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3.3 Numerical investigation of hemorrhagic stroke detection using microwave tomography

J is the jacobian (sensitivity) matrix and in this research it is evaluated numeri-
cally using the finite difference method.

Ji j =
δ Esim

δεi j
=

Esim(εi j +h)−Esim(εi j)

h
(3.8)

where h is set to εi j
100 . i and j refer to the each of the mesh cells in the simulation

domain. Therefore it takes one simulation of the forward solver per mesh cell.
I is the identity matrix and the operator T refers to conjugate transpose of the
matrix.
Furthermore, since the inverse problem is severely ill-posed, a regularization
procedure is needed to stabilize the image reconstruction procedure. Tikhonov
regularization [22] is one efficient stabilizing technique. In (3.7), λ is the Tikho-
nov regularization factor and is estimated according to:

λ = α[
1
N

N

∑
i=1

JT J(i, i)][errE ]
2 (3.9)

α adjusts the magnitude of the regularization and is chosen empirically accor-
ding to the convergence of the reconstruction process. (3.9) involves further the
trace of the matrix JJT and the relative mean square error of the simulated and
measured scattered fields.
The imaging procedure can be summarized as follows (see Fig. 3.11):

• In the reconstruction procedure, no priori information [18] about the brain
model (shape of the layers or the dielectric properties) is assumed and
therefore as the initial guess (first iteration) all the 8100 mesh cells (3
mesh cells per 1 centimeter that is: 30× 3× 30× 3 = 8100 mesh cells)
are assumed to have the dielectric properties of the background (see Table
3.2). The complex permittivity of the background matching medium is
approximated as the weighted average complex permittivity of all the head
layers at 1 GHz (Fig. 3.12)).
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3 Specifications and requirements for microwave medical imaging

Fig. 3.11: An overview of the nonlinear iterative image reconstruction algorithm used for imaging.
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3.3 Numerical investigation of hemorrhagic stroke detection using microwave tomography

• With the assumed dielectric distribution, the scattered electric fields are
simulated ( Esim) and the jacobian matrix is estimated according to (3.8).

• The complex permittivity map is afterwards updated according to (3.7)
and therefore following (3.6) a new distribution of the complex permitti-
vity is obtained. Going to the previous step of determining the new simula-
ted electric field corresponding to the new permittivity profile, the process
is iteratively repeated until the convergence criteria is relaxed (here: un-
til the new reconstructed permittivity and conductivity is not significantly
different from the previous iteration).

3.3.3 Simulated imaging results at 1 GHz

The reconstructed images of the relative permittivity and conductivity at the fre-
quency of 1 GHz after the first iteration are shown in Fig. 3.13a and 3.13b. It
is observed that starting from a homogeneous distribution equal to background
permittivity and conductivity without any prior information about the head mo-
del, right after the first iteration the relative shape of the skull, gray matter, white
matter and stroke regions are reconstructed and the left and right side of the brain
are clearly distinguished in the permittivity map (Fig. 3.13a) (only the CSF layer
is hard to realize mostly due to its very small thickness). Above all, the stroke
region is clearly detected right after the first iteration. After the 10th iteration, it
is further possible to realize the skin layer and an acceptable shape reconstructi-
on, the permittivity and conductivity of the layers also compare to actual values
in Table 3.2 (Fig. 3.13 (b)). The root mean square errors of the reconstructions
after each iteration are listed in Table 3.3. In Fig. 3.14 the original dielectric
properties of the tissues and the reconstructed values after the 10th iteration are
compared along a line passing through the center of the blood circle.
These results motivate the application of microwave imaging (tomographic ap-
proach) for the detection of stroke in a human head. However, when it comes to
the implementation of an imaging system for head imaging, many practical is-
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(a) (b)

(c) (d)

Fig. 3.12: 1st column: relative permittivity; 2nd column: conductivity at 1 GHz; (a) and (b) the
original map of the relative permittivity and conductivity of the imported numerical head
model; (c) and (d) the initial guess at the begin of the iterations.
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sues have to be carefully considered. Very determining is the design of efficient
antenna structures for effective illumination of the imaging object and capturing
the scattered signals at different observation points around the IO. The main
focus of the research in this dissertation is proposing antenna structures for dif-
ferent microwave imaging approaches and introducing criteria for the evaluation
of the performance of such antennas. It will be discussed that each imaging mo-
dality demands a different specification of the antenna and although an antenna
structure might work efficiently for one microwave imaging technology, it can
present a poor performance in another.



3.3 Numerical investigation of hemorrhagic stroke detection using microwave tomography

(a) (b)

(c) (d)

Fig. 3.13: 1st column: relative permittivity; 2nd column: conductivity at 1 GHz; (a) and (b) the
reconstructed images after the 1st iteration; (c) and (d) the reconstructed images after the
10th iteration.

Tabelle 3.3: The root mean square error (RMSE) after each iteration

RMSE
Iteration number

1 0.432643
2 0.35533
3 0.291244
4 0.23823
5 0.194454
6 0.158381
7 0.128715
8 0.104374
9 0.0844536

10 0.0682052
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Fig. 3.14: The reconstructed relative permittivity and conductivity at 1 GHz compared to the exact
values originally assigned to the mesh cells; a horizontal cut at the position of stroke.
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4 Efficient antenna for full-wave 3D
microwave tomography

In microwave tomography (MT), low-power signals are transmitted toward the
imaging object (IO) by an array of antennas surrounding the IO enabling a 3D
illumination. Signals scattered in different directions are captured by receive
antennas and the distribution of the dielectric properties of the IO is then recon-
structed using nonlinear inverse scattering approaches.
The degree of success of the imaging in MT depends to a high extent on the ac-
curacy of the numerical model of the measurement setup in the forward solver.
Recently, following the advances in microwave technology and image recon-
struction techniques, 3D microwave tomography has been exploited worldwide
for practical medical applications [78] and [19]. In this chapter, the antenna re-
quirements for full-wave 3D microwave tomography imaging are discussed. An
efficient antenna structure is proposed for this imaging method. The performan-
ce of the proposed antenna is further compared to the so far most widely used
antenna for this application.

4.1 Antenna requirement for full-wave 3D
microwave tomography

In full-wave 3D microwave tomography the IO is surrounded by a 3D antenna
array (mostly cylindrical array configuration as shown in Fig. 4.1). In the ima-
ging procedure using nonlinear inverse scattering approaches, the accuracy of
the numerical simulation of the measurement system is a major challenge. Ide-
ally, the numerical simulation has to represent the measurement setup as exactly
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as possible. This would lead to the least artifact and clutter in the final recon-
structed imaging results. However, a more realistic numerical simulation means
taking more details of the measurement system into account (e.g. exact anten-
na structure) and this would naturally impose more computational load to the
system in each iteration. Antennas are therefore known to directly influence the
ultimate accuracy of the imaging system [12] and [1].
To avoid the complexity of the numerical solver model, the antenna structure
has to be as simple as possible so that modeling the antenna numerically in
the forward solver would impose little extra computational cost on the numeri-
cal solver. Furthermore, since multi-frequency or UWB imaging offers several
invaluable advantages over mono-frequency approaches, the optimum antenna
element should maintain a stable characteristic over a large bandwidth.
The most widely used antennas for microwave tomography so far are monopoles
and dipoles [76]. Although these antennas offer simplicity in terms of forward
solver modeling, they are associated with some serious inefficiencies. The om-
nidirectional radiation of these antennas increases the sensitivity of the imaging
system to the environmental interference and therefore degrades the reconstruc-
tion results. The resonance antennas are mostly utilized inside lossy interface
mediums in order to increase the bandwidth and reduce the background effect,
however this simultaneously leads to the decreased sensitivity of the imaging sy-
stem to the desired signals. Therefore, an alternative simple structure broadband
element is desired for application in full-wave 3D microwave tomography.
In this section, a modified Bowtie antenna is proposed for 3D full-wave mi-
crowave tomography. The proposed antenna is compared to a simple monopole
structure widely used in the imaging systems based on 3D microwave tomogra-
phy. The two antenna structures are compared regarding the important require-
ments for the imaging procedure of 3D microwave tomography; i.e. the coupled
power inside an example IO and the computational load.
In the overall design procedure the following antenna specification are set as
ultimate goals:
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4.2 Description of the modified Bowtie Antenna

Fig. 4.1: Antenna array surrounding an imaging object in full-wave 3D microwave tomography
enabling a 3D illumination of the IO.

1. The optimum antenna should be compact allowing for a large number of
elements in the array.

2. The structure of the antenna should offer simplicity when it comes to mo-
deling in the numerical forward solver.

3. A broadband performance covering a lower spectrum is desired to enable
deep penetration and high resolution.

4.2 Description of the modified Bowtie Antenna

As a starting point, the idea was to modify the antenna structure previously pro-
posed in [32] in order to enhance the performance of the antenna regarding the
operational bandwidth and further to simplify the structure of the antenna to
make it a more suitable option in 3D microwave tomography.
The antenna is designed to operate inside a bio-compatible matching liquid com-
posed of Ethanol and water (weight ratio of 1:1) (at 1 GHz : εr = 42,σ =

0.5S/m). The measured dielectric properties of pure water, ethanol and the 50%
solution are presented in Fig. 4.2 to 4.4. The measured dielectric properties of
the ethanol-water solution are imported and used during the simulation and op-
timization of the antenna in CST Microwave Studio.
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Fig. 4.2: Dielectric properties of pure water; solid line: relative permittivity, dashed line: conducti-
vity.
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Fig. 4.3: Dielectric properties of pure ethanol; solid line: relative permittivity, dashed line: conduc-
tivity.
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Fig. 4.4: Dielectric properties of 50% water-ethanol solution; solid line: relative permittivity, das-
hed line: conductivity.
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Fig. 4.5: The proposed antenna structure with a straight connection between the two arms of the
Bowtie.
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Fig. 4.6: Reflection coefficient of a model with discrete feeding with and without short-connection
between the arms of the Bow-tie.

The layout of the proposed Bowtie antenna is shown in Fig. 4.5. In this lay-
out, the two arms of the conventional Bowtie antenna are connected via straight
strips placed on the upper side of the substrate. The idea is to add inductive strips
to compensate for the capacitive nature of the antenna and therefore the lower
cut-off frequency can be decreased. The impact of the strip connection between
the arms on the antenna matching is being investigated by simulating the same
antenna (with discrete port feeding) with and without the connections (the opti-
mal width of the shorting strips is found to be w1=1 mm). The matching of the
antenna in the two configurations is compared in Fig. 4.6 which clearly shows
the considerable improvement in the bandwidth extension upon using the strips.
It is observed that after short-connecting the two arms of a conventional Bowtie
antenna, it is possible to cover low frequencies below 1 GHz without any need
to enlarge the dimension of the antenna (normally, the lowest frequency of ope-
ration is limited by the physical dimension of the antenna). Meanwhile, it is also
observed that the reflection coefficient of the antenna at higher frequencies is
still quite acceptable.
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4.2 Description of the modified Bowtie Antenna

Fig. 4.7: The balun structure with the optimized dimension simulated in CST microwave studio.

To ease the modeling of the antenna element in the 3D numerical forward solver,
we are specially interested in an antenna with symmetric radiation resembling
the radiation of an ideally fed antenna so that there would be no need to mo-
del the feeding part and as a result to avoid the additional computational cost
associated with the feeding.
To achieve this goal, instead of the unbalanced coaxial cable feeding of the pre-
vious antenna design in [32], the feeding via a balun is recommended. The opti-
mized balun in Fig. 4.7 is fabricated on a Rogers 6010 substrate (εr = 10.2 and
thickness of 1.27 mm). The antenna was optimized in CST microwave studio to
maintain a directive radiation from below 1 GHz to nearly 3 GHz. After optimi-
zation, with the values of W and L set to 22 mm (Fig. 4.5), the spacing d is set to
2.8 mm after optimization. The radiating element is fabricated on a Rogers 5880
substrate (εr = 2.2 and thickness of 1.5 mm). The fabricated antenna is shown
in Fig. 4.8.
To evaluate the effectiveness of the balun, the performance of the Bowtie antenna
using two feeding structures: ideal discrete port and feeding via balun has been
investigated via simulations. The normalized E-field radiated from the antenna
in each case is displayed in Fig. 4.9. It can be seen that the radiated E-field of the
antenna with the balun structure agrees to that of the ideal discrete port feeding.
This means that the Bowtie antenna fed by the balun structure can be efficiently
modeled in the 3D numerical forward solver by only the radiating element and
still the radiated E-field would highly resemble that of the actual antenna.
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Fig. 4.8: The fabricated antenna with the balun feeding.

4.3 Measurement of the modified Bowtie Antenna

The Bowtie antenna with the previously optimized parameters fed through a ba-
lun is afterwards fabricated (see Fig. 4.8) and characterized experimentally. The
antenna is designed so that the radiating part of the antenna has to be directly
in contact to a high-permittivity medium (either inside a maching liquid or di-
rectly on tissue-mimicking phantom). Therefore to simulate a real scenario, the
fabricated antenna is packed in a Styrofoam box to assist the radiation pattern
measurement The antenna is afterwards immersed in 50% ethanol-water soluti-
on for the reflectivity and radiation pattern measurements.
The simulated and measured reflection coefficient results are presented in Fig.
4.10. As can be seen, the lowest operational frequency of the antenna is around
0.8 GHz and the reflection coefficient stays below -10 dB up to around 5 GHz.
However,as mentioned before, it was observed during simulations that above 3
GHz the main radiation beam of the antenna splits in two directions (Fig.4.11 to
4.12). Therefore, the operational bandwidth of the antenna is from 0.8 to 3 GHz.
To measure the radiation pattern of the antenna immersed in the ethanol-water
solution, the near field measurement setup explained in [34] was used and the
antenna packed in a styrofoam box was inserted into the matching liquid solution
(Fig. 4.13). In the near-field measurement setup, the radiated field inside the
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Fig. 4.9: Comparison of the normalized E-field pattern at 1.5 GHz. (a) Tapered microstrip balun
(left) and Ideally symmetric discrete port feeding (right); (b) Normalized E-field at the
distance of 30 mm to the antenna.
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Fig. 4.10: The reflection coefficient of the Bowtie antenna; simulation and measurement results.

The results of the measured antenna radiation characteristics for vertical and ho-
rizontal polarizations are displayed in Fig. 4.14. The radiation pattern measured
for horizontal polarization is directive and ideally symmetric. The coupling bet-
ween the arms of the Bowtie and the current flowing down the feeding in the
vertical polarization is being minimized using the balun structure.
So far, a compact broadband Bowtie antenna operating from 0.8 to 3 GHz is
proposed. The miniaturization technique of connecting the two arms of the Bow-
tie antenna, enabled the extension of the operational bandwidth to frequencies
lower than 1 GHz. Furthermore, the radiation of the antenna was shown to be
independent of its balun feeding network. This would be a great advantage for
the application in 3D microwave tomography, since the antenna can be fully re-
presented only by its radiation part and therefore, a lot of computational time
can be saved.
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matching liquid is scanned in a planar-rectangular area. The far field pattern is
obtained afterwards using the near field to far field transformation [34].



4.4 The modified Bowtie antenna compared to a conventional monopole antenna

(a)

(b)

Fig. 4.11: Simulated far-field radiation pattern of the modified Bowtie antenna- I.

4.4 The modified Bowtie antenna compared to a
conventional monopole antenna

As stated before, simple monopole antennas are most commonly used in 3D
microwave tomography systems for medical applications [76], [72] and [81].
The antennas are originally resonance elements but their bandwidth increases
when immersed in lossy matching interfaces.
The main advantage of using monopole antennas for full-wave 3D microwave
tomography systems is the ease of the modeling of the antenna in the numeri-
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(a)

(b)

Fig. 4.12: Simulated far-field radiation pattern of the modified Bowtie antenna- II.

The major drawback of the antenna, however, is its low efficiency in radiating the
EM signals toward the object. This is mainly due to the omnidirectional radiati-
on pattern of the antenna. The imaging systems implementing monopole antenna
arrays are especially vulnerable to interference signals from the surroundings.
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cal 3D forward solver and the minimum computational load it composes to the
imaging algorithms compared to the other more complicated antenna structures.
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(a) (b)

(c)

Fig. 4.13: Near field measurement of the Bowtie antenna. (a) the antenna wrapped in Styrofoam;
(b) a view of the near-field measurement system; (c) the measurement probe for captu-
ring the near-field radiation of the Bowtie antenna.
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In this section, the previously developed modified Bowtie antenna is compared
to a conventional monopole antenna regarding some important criteria for 3D
microwave tomography systems; namely simulation time and the coupled power

into an IO. As an example scenario, both antennas are evaluated and compared
for the specific application of head imaging.
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(a) horizontal polarization

(b) vertical polarization

Fig. 4.14: The normalized E-field radiated by the Bowtie antenna; measurement results.
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4.4 The modified Bowtie antenna compared to a conventional monopole antenna

(a)

(b)

Fig. 4.15: The monopole antenna and its reflection coefficient.

4.4.1 Monopole antenna for microwave medical imaging

Monopole antenna can be simply realized by exposing a quarter of wavelength
of a coaxial cable inner conductor in a medium. This kind of antenna is poorly
behaved in lossless medium such as air, because it excites currents on the outer
conductor. However, its behavior changes when it is immersed inside a lossy
medium, because unwanted currents are attenuated and its bandwidth increases.
The fabricated monopole antenna for head imaging is shown in Fig. 4.15 (a).
The total length is 20.6 cm, while the length of the active part is 1.6 cm. The
diameter of inner and outer conductors are 0.9 mm and 3.581 mm respectively.
The S11 parameter was measured while the antenna was immersed in the 50%
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Fig. 4.16: The measured transmission of the Monopole and Bowtie antennas compared in co-
polarization with respect to the receiving probe in the near-field measurement system.

The two antennas are further compared regarding the transmission capabilities
when used in the near field measurement system of Fig. 4.13 in co-polarization
configuration with respect to the measurement probe. The result of the com-
parison is shown in Fig. 4.16. It is observed that the Bowtie antenna transmits
approximately 10 dB more power to the measurement probe compared to the
monopole antenna in the whole frequency range.
In the following, the two antenna structures are compared regarding their capa-
bilities of directing microwave power into an IO and their associated simulation
time (computational time) in a 3D solver.
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ethanol-water solution. As can be seen in Fig. 4.15 (b), the antenna is matched
below -8 dB in a frequency range of 0.8 - 1.2 GHz. It has to be mentioned that
although the monopole antenna presents some broadband characteristic when
immersed in the lossy interface of ethanol-water solution, still its bandwidth is
quite small compared to the previously proposed modified Bowtie antenna (Fig.
4.10).



4.4 The modified Bowtie antenna compared to a conventional monopole antenna

4.4.2 Comparison regarding the coupled power
into a multilayer head model

To compare the modified Bowtie antenna to the simple monopole antenna, a sce-
nario is simulated in CST microwave studio. In two separate simulations, each
antenna element is positioned at a constant distance (60 mm) to a cylindrical
multilayer head model having four dispersive layers. The biggest dimension of
the head model is 140 mm. Antennas are placed inside a matching medium equi-
valent to 50% water-ethanol solution.
With the same setup in the two simulations, the absolute value of the power cou-
pled into the head phantom is compared for the two antennas at four frequencies
from 0.5 to 2 GHz (these frequencies were recommended to be the optimal range
for head imaging in the previous chapter).
The simulated coupled power levels into the head model from the monopole
antenna at four different frequencies are shown in Fig. 4.17. It is observed that
the amount of absolute power fades as the frequency increases. This is becau-
se the monopole antenna was previously shown to be best matched in a narrow
bandwidth around 1 GHz. Furthermore, as expected it is clearly observed that
the monopole antenna has no priority in the direction of radiation because of its
omnidirectional radiation pattern. This is regarded as one major disadvantage of
the monopole antenna for medical imaging applications. It increases the sensi-
tivity of the imaging system to the interference signals from the surrounding of
the imaging system and therefore degrades the overall signal to noise ratio of
the imaging. Therefore, in case of small imaging tanks, the reflections from the
boundaries can not be ignored and they have to be taken into account in the 3D
numerical representation of the imaging system and indeed in the imaging algo-
rithms. This would enhance the computational load of the imaging algorithms
significantly.
As for the second simulation, the monopole antenna is replaced by the modified
Bowtie antenna and the coupled power from the antenna to the multilayer head
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(a) 0.5 GHz

(b) 1 GHz (c) 1.5 GHz (d) 2 GHz

Fig. 4.17: The simulated coupled power from the monopole antenna into a multilayer head model
at different frequencies.

For a fair and more clear comparison of the coupled power into the multilayer
head model in each of the two CST simulations, the absolute values of the cou-
pled power are extracted at a reference line in the middle of the head model (see
Fig. 4.17 (a) and 4.18 (a)). The corresponding curves for the monopole and the
Bowtie antennas at different frequencies are compared in Fig. 4.19.
As observed in the figure, at all the frequencies the Bowtie antenna directs more
power into the head model. The highest power corresponding to the monopole
antenna is radiated at 1 GHz and is approximately 8 dB lower than the radia-
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model is once again estimated. The absolute coupled power at four frequencies
from 0.5 to 2 GHz are represented in Fig. 4.18 and they can be directly compared
to the corresponding figures of the monopole antenna in Fig. 4.17.
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(a) 0.5 GHz

(b) 1 GHz (c) 1.5 GHz (d) 2 GHz

Fig. 4.18: The simulated coupled power from the Bowtie antenna into a multilayer head model at
different frequencies.
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ted power at the same frequency by the Bowtie antenna in the main radiation
direction.

4.4.3 Comparison regarding the computational time

As discussed previously, in full-wave 3D microwave tomography, the measure-
ment system is numerically simulated in the 3D forward solver. Although inclu-
ding more details in the numerical modeling of the measurement system incre-
ases the reliability and accuracy of the image reconstruction, it slows down the
imaging process by composing more computational load to the imaging algo-
rithms.
Therefore, so far monopole antennas benefiting from their simple structure have
been one major choice in the 3D microwave tomography systems for medical
applications. In fact, there has been a trade off between the complexity of the
imaging system and the efficiency of the antenna element in terms of directing
the radiation power into the imaging object and the sensitivity to the weak scat-
tered signals from the targets deep inside the IO ([76], [72] and [81]).
As shown in the previous section, the Bowtie antenna having a larger bandwidth
and a more directive radiation pattern, outperforms the simple monopole antenna
in terms of the coupled power into an IO. However, the choice of the optimum
antenna for 3D microwave tomography depends to a high extent on the resul-
ting complexity of the modeling of the antenna in the numerical solver and the
tolerable computational time.
At the beginning of the chapter it was shown that in the simulation of the mo-
dified Bowtie antenna, the radiation remains unchanged if the balun feeding is
replaced with ideal discrete port feeding. This means that in the 3D numerical
modeling of the measurement system, one is allowed to replace the balun fee-
ding with an ideal port feeding to the radiating Bowtie and the radiation of the
antenna remains unchanged. This is expected to lead to some decrease of the
computational time.
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Tabelle 4.1: Monopole antenna and modified Bowtie antenna compared regarding the computatio-
nal time

antenna computational time
modified Bowtie with balun feeding 19134 seconds

modified Bowtie with discrete port feeding 5256 seconds
monopole 2151 seconds

To comment on the complexity of the Bowtie and monopole antennas regarding
the exposed computational time, the simulation time of the antennas illuminating
the multilayer head model in the previous simulation scenario for estimating the
coupled power is listed in Table 4.1. In this Table the least computational time
corresponds to the monopole antenna illuminating the head model. On the other
hand, the complete numerical modeling of the Bowtie antenna with its balun fee-
ding leads to the longest simulation time. However,the required simulation time
of the Bowtie antenna drops significantly when the balun feeding is replaced
with an ideal discrete port feeding.
Although the computational time associated with the monopole antenna is still
less than half of the Bowtie antenna without modeling the balun, this less compu-
tational time was in this section shown to be at the expense of the poor radiation
of the antenna toward the IO and its high sensitivity to interfering signals from
the surrounding objects.
As a result, a compromise needs to be made between the simplicity of the mea-
surement system and the efficiency and reliability of the imaging results. The
monopole antenna might work well for simple imaging scenarios when the con-
trast between the target and the surrounding tissues is high (e.g. cancer detection
in high-adipose breast tissues). However, in case of more complex IOs when on-
ly a poor backscattered signal from the target is expected (e.g. head imaging for
the detection of stroke) a more efficient antenna element is required to enable
deep illumination of the object and detection of the smallest scattered signals
with a high sensitivity.
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microwave tomography

In full-wave 3D microwave tomography approach, although fast data acquisiti-
on remains an important issue, the major bottleneck is that of the forward solver
modeling of the imaging system and the computational load imposed to the in-
verse solver as a result of the whole system modeling required in 3D imaging
[12]. Specially for some relatively large target applications such as stroke detec-
tion, the size of the 3D model will be a real obstacle that hinders the efficiency
of the imaging.
Synthetic 3D microwave tomography, on the other hand, is referred to an ima-
ging approach in which the object is scanned in several horizontal layers using
a 2D antenna array. The scattered signals in each layer are processed using 2D
nonlinear iterative image reconstruction algorithms [68].
In this chapter, the antenna requirement of this imaging method is discussed. A
criteria is proposed for evaluating different antenna structures for synthetic 3D
microwave tomography. Finally an efficient antenna structure is proposed for
this imaging technique and its performance is evaluated in a simulated imaging
scenario.

5.1 Antenna requirement for synthetic 3D
microwave tomography

In the synthetic microwave tomography approach, 3D scanning of the IO is
achieved using successive 2D scanning at several vertical planes (Fig. 5.1). In
the numerical forward solver of the synthetic 3D microwave tomography algo-
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rithms, the antenna element should be possible to be efficiently represented as a
point-source approximation [68] and [54]. In this approach some approximati-
ons have to be accepted, the most important of which are the assumption of the
radiated fields to be confined to TM mode and the tissue structure to approxima-
tely conform to the cylindrical shape (no sharp deviation in dielectric properties
along the cylindrical axis). The more these assumptions match to reality, the mo-
re successful the imaging will be. However, in most of the cases some artifact
level and clutter have to be tolerated in this imaging technique.
In this imaging procedure antenna elements acting as transmitters and receivers
are again among the most important parts of the system directly influencing the
efficiency of the imaging. The required specification of an efficient antenna ele-
ment to be used in practical imaging systems based on synthetic 3D tomography
are as follows:

1. High fractional bandwidth to ensure sufficient penetration and good reso-
lution (at frequencies around 3 GHz the inverse problem becomes more
ill-posed and therefore more difficult to solve),

2. In synthetic 3D microwave tomography, the antenna should be possible
to be efficiently modeled as a point-source scatterer in the numerical 2D
forward solver,

3. Possibility of placing a lot of antenna elements around the IO to ensure
enough sampling of the scattered electric field and to minimize the clutter
and interference in the final reconstructed image,

4. Directional radiation to reduce the interference and to efficiently couple
microwave energy into IO is desired.

The goal of this section is to propose a criterion for the evaluation of the perfor-
mance of antenna elements to be used in synthetic 3D microwave tomography
imaging systems. In the previous chapter, through imaging an MRI-derived nu-
merically realistic 2D head model, it was shown that microwave tomography is
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Fig. 5.1: Antenna array surrounding an imaging object in synthetic 3D microwave tomography;
successive 2D illumination of IO in several vertical layers.

one promising technique for looking inside the head. Here we are aiming at pro-
posing of an efficient antenna element to be used in practical imaging systems
based on synthetic 3D microwave tomography for head imaging as an example
application.
In the following sections, first a criterion is proposed for the evaluation of any
antenna structure for synthetic 3D microwave tomography. Afterwards the per-
formance of two antenna structures namely the modified Bowtie antenna of the
previous section and a Vivaldi antenna are evaluated and compared regarding the
proposed criteria for the target application of head imaging. The validity of the
proposed criteria is examined by comparing the imaging results of a simulation
scenario using two antenna arrays.

5.2 Criteria for the evaluation of antenna elements
in synthetic 3D microwave tomography

In synthetic 3D microwave tomography, successive imaging is performed in
several vertical layers. The received signals in each layer are processed using
2D image reconstruction algorithms. By combining the results at the end, a 3D
image of the object is formed synthetically. Image reconstruction algorithms are
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complex nonlinear iterative optimization algorithms. They begin with an appro-
ximated 2D numerical model of the imaging setup in each single layer.
To comment on the efficiency of an antenna structure for this imaging procedure,
it is necessary to develop a criterion to evaluate the performance of the antenna in
the image reconstruction algorithms; i.e. it is necessary to estimate the modeling
error as a result of the point-source approximation in the numerical forward
solver of the reconstruction algorithm.
In this section the following procedure is proposed for the evaluation of any
antenna structure for synthetic 3D microwave tomography:

1. The first evaluation step is to design an imaging setup with actual antennas
and either perform a measurement or simulate the setup in a commercial
software. In this research, an array of antennas surrounding an imaging
tank is simulated in CST microwave studio. The antennas are arranged in
the form of a square ring (2D array) (Fig. 5.2).

2. Two 3D simulations are performed with one antenna as the transmitter
and all the other antennas in the array as receivers. Assuming N anten-
nas surrounding the tank, N-1 scattering parameters are recorded (S21’s).
The two simulations are the empty-tank simulation (Fig. 5.2(a)) and the
simulation with an imaging object inside the tank (Fig. 5.2(b)).

3. The obtained scattered fields must then be calibrated. There are two main
purposes of performing calibration. The first purpose is to convert the
measured (or simulated) scattering parameters (S21’s) into E field values
to be later used in inversion algorithms (the network analyzer measures
only the scattering parameters and they have to be converted to E field
data). The second very important purpose of calibration is to eliminate or
compensate as many measurement errors as possible.
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The simulation results are calibrated according to the incident calibration
technique [53]; i.e. for each receive antenna a calibrated complex quantity
is calculated according to:

Sinc,calib =
S21,Ob ject −S21,empty

S21,empty
(5.1)

It has to be noted that every inversion algorithm requires scattered field
measurements. However, any physical system is only capable of measu-
ring the total electric field. As a result, first a raw measurement has to be
performed to collect the electric field without any scatterer present (the so-
called incident electric field). The incident fields are then subtracted from
all the subsequent signals to produce the scattered field data (Fig. 5.3).

After the calibration, all the measurement errors that are constant in the
two measurements (empty measurement and measurement with object)
will be in principle eliminated. Examples of such errors are cable los-
ses and phase shifts as a result of different cable lengths. However, other
source of errors that vary between the two measurements will not be total-
ly removed; e.g. the coupling between the adjacent antenna elements are
influenced by the presence of the imaging objects and therefore will not be
totally removed. Such uncompensated errors will deteriorate the inversion
efficiency and will show up as clutter in the final reconstructed images.

4. The imaging setup of CST is afterwards numerically modeled in a forward
solver. In this research the FDTD-based solver MEEP is used [52]. In the
2D numerical model of MEEP, actual antennas are replaced by ideal point
sources (Fig. 5.4).

5. Two MEEP simulations are performed with and without the IO inside the
tank (Fig. 5.4 (a) and (b)). After each simulation, N-1 electric fields are
recorded at the position of receive point sources. The electric fields are
afterwards calibrated according to:
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Einc,calib =
Eob ject −Eempty

Eempty
(5.2)

6. For the evaluation of the performance of the antenna, the modeling error
is estimated as the mean square error (MSE) between the calibrated S pa-
rameters of CST with actual antennas and the calibrated electric field of
MEEP (equations (5.1) and (5.2)) calculated using point-source approxi-
mation.

5.3 Comparison of two antenna structures for
application in synthetic 3D microwave
tomography

In order to propose an efficient antenna structure for application in synthetic
3D microwave tomography, we examine and compare the performance of two
antenna elements namely the previously proposed modified Bowtie antenna and
a Vivaldi antenna optimized for biomedical imaging.

5.3.1 Modified Bowtie antenna

The modified Bowtie antenna was initially designed and optimized for full wave
3D microwave tomography in the previous chapter (Fig. 5.5). With the radiation
of the antenna being independent of its feeding network, the antenna model in
the 3D numerical forward solver could be simplified to the radiative (Bowtie)
element and it was shown that there is no need to include the feeding of the
antenna in the numerical model.

5.3.2 Vivaldi antenna

In [54] and [17], a Vivaldi antenna was exploited in air-based microwave to-
mography imaging systems. In this research a Vivaldi structure is optimized for
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(a)

(b)

Fig. 5.2: A view of the 3D CST imaging setup consisting of an array of actual antennas around an
imaging tank; (a) imaging object inside the tank (b) empty tank.
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Fig. 5.3: Two successive simulations (measurements) are performed (with object and without ob-
ject) to determine the scattered field.

The optimum frequency range of 0.5 to 2 GHz was considered in the design and
optimization of the antenna. The substrate was Rogers 4003 (relative permitti-
vity of 3.55, loss tangent 0.0027 and thickness of 1.53 mm ) and the dimension
of the antenna was 73 mm x 50 mm. The detailed structure of the antenna and
some important dimension are displayed and listed in Fig. 5.6 and Table 5.1.

Tabelle 5.1: Detailed dimension of the Vivaldi antenna

L W R k d t
73 mm 50 mm 20 mm 19 mm 3.5 mm 0.37 mm
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medical imaging application and its performance is evaluated for application in
synthetic 3D microwave tomography. For the optimum transfer of the input si-
gnal to the object the Vivaldi antenna was optimized with the front part of the
antenna inside the matching medium (ethanol-water solution) and the rear part
of the antenna in air (Fig. 5.6). The final antenna was 3 cm inside a matching
medium of relative permittivity of 45 and conductivity of 0.5 S/m (at 1 GHz).



5.3 Comparison of two antenna structures for application in synthetic 3D microwave tomography

(a)

(b)

Fig. 5.4: 2D numerical model of the imaging system consisting of an array of point-source anten-
nas around an imaging tank (a) imaging object inside the tank (b) empty tank.
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Fig. 5.5: The modified Bowtie antenna proposed for full-wave 3D microwave tomography in Chap-
ter 4.

Fig. 5.6: The detailed structure of the Vivaldi antenna.

5.3.3 Comparison of the modified Bowtie
and Vivaldi antennas

Reflection coefficient

The simulated reflection coefficients of the two antennas are compared in Fig.
5.7. From the comparison of the two S11 curves, it turns out that the Bowtie
antenna exhibits a better matching through the whole frequency range up to
2GHz. Table 5.2 presents a review of some specifications of the two antennas.
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Fig. 5.7: The simulated reflection coefficient of the Bowtie and Vivaldi antennas.

Tabelle 5.2: Comparison of the Bowtie and Vivaldi antennas - I

Bowtie Conventional Vivaldi
Operational bandwidth 0.6-2 GHz 0.5-1.5 GHz

Dimension in mm 22 x 22 73 x 50

Modeling error as a result of point source approximation
in the 2D numerical solver

The two antenna structures are further compared regarding their performance in
synthetic 3D microwave tomography using the criteria proposed previously in
this chapter.
Two separate imaging setups are built in CST microwave studio (Fig. 5.8 and
Fig. 5.9). Both CST simulations involve an imaging tank (width 24 cm; height
10 cm) filled with matching liquid having a relative permittivity of 45 and con-
ductivity of 0.5 S/m at 1 GHz. In two different simulations, 16 antennas are
inserted into the walls of this tank with the distance between adjacent antennas
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(a) Empty chamber (view1) (b) Empty chamber (view2)

(c) Target inside (view1) (d) Target inside (view2)

Fig. 5.8: CST simulation model: 16 Bowtie antennas on the wall of an imaging tank filled with
matching interface; (a) and (b) empty chamber, (c) and (d) square cylinder in the middle
of the chamber.

The recorded signals are calibrated using incident calibration technique; i.e. for
each receive antenna a calibrated complex quantity is calculated according to
5.1. After obtaining the calibrated signals corresponding to the Bowtie and Vi-
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equal to 3 cm. One of the CST imaging setups was a 2D antenna array composed
of 16 Bowtie elements (Fig. 5.8) whereas the second imaging setup was that of
16 Vivaldi antennas inserted into the walls of the same tank (Fig. 5.9). For each
CST imaging setup the following two simulations were performed:

1. Empty tank simulation: In this simulation there is no object inside the
tank (except for the interface liquid (Fig. 5.8 (a) and (b) and Fig. 5.9 (a)
and (b))). With the first antenna as the transmitter, 15 S-parameters are
recorded (S21-empty) by the other antennas (CST spatial resolution λ

30 ).

2. Imaging object inside the tank: In this simulation, a square cylinder of
size 8 cm (permittivity 60 and conductivity 1 S/m) is placed in the middle
of the tank with the interface liquid surrounding it (Fig. 5.8 (c) and (d)).
Once again, with the first antenna as the transmitter, 15 scattered signals
are recorded by the receive antennas (S21-Object) in both imaging setups.



5.3 Comparison of two antenna structures for application in synthetic 3D microwave tomography

(a) Empty chamber (view1) (b) Empty chamber (view2)

(c) Target inside (view1) (d) Target inside (view2)

Fig. 5.9: CST simulation model: 16 Vivaldi antennas partly inside a matching interface; (a) and (b)
empty chamber, (c) and (d) square cylinder in the middle of the chamber.

valdi antenna arrays in CST, the two imaging setups are modeled in the nume-
rical MEEP solver. A 2D numerical model representing both of the Bowtie and
Vivaldi imaging setups is simulated as shown in Fig. 5.10. In the MEEP model,
the actual Bowtie and Vivaldi antennas are replaced by 16 ideal point source
elements.
Following a similar procedure as in CST, two 2D simulations were performed
in MEEP; i.e. empty-tank simulation and simulation with the square object. The
scattered electric fields were estimated at the position of the point-source recei-
vers and the results were calibrated according to the equation 5.2.
In Fig. 5.11 and 5.12, the amplitude and phase of the calibrated signals obtained
from the actual antennas in CST and the corresponding point source approxima-
tions in MEEP are compared together at four frequencies from 0.5 to 2 GHz. As
observed in the figures, for the Bowtie array the deviation of the calibrated am-
plitude and phase from the calibrated MEEP results for some receive antennas
is quite high up to 1.5 GHz (especially higher than the corresponding values of
the Vivaldi antennas). Above 1.5 GHz, however, the MSE error of Bowtie anten-
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5 Efficient antenna for synthetic 3D microwave tomography

Fig. 5.10: The numerical model of the two CST simulation setups (Bowtie array and Vivaldi array)
in MEEP.

Tabelle 5.3: Comparison of the three antennas - II

modified Bowtie Conventional Vivaldi
2D modeling error @ 0.5 GHz 15.546% 6.975%
2D modeling error @ 1 GHz 10.575% 6.599%

2D modeling error @ 1.5 GHz 6.601% 6.736%
2D modeling error @ 2 GHz 1.111% 9.725%

Therefore, although the Bowtie antenna has a lower reflection coefficient up
to 2 GHz relative to the Vivaldi antenna, the proposed criteria predicts lower
imaging efficiency using the Bowtie array at some frequencies. Later in this
chapter, the validity of the proposed criteria will be examined in a simulated
imaging scenario.
In the following, the two antenna structures are further compared using a second
criterion to find out which antenna directs more power into the IO and therefore
is expected to yield a higher signal to noise ratio in the imaging system.
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na is lower. The mean square error (MSE) between the signals obtained by the
antennas and the MEEP point sources are reported in Table. 5.3.



5.3 Comparison of two antenna structures for application in synthetic 3D microwave tomography

0 5 10 15
0

0.5

1

1.5

2

ca
lib

ra
te

d 
am

pl
itu

de

@ 0.5GHz

0 5 10 15
0

100

200

300

400

receiver no.

ca
lib

ra
te

d 
ph

as
e 

in
 d

eg
re

e

 

 

meep
Bowtie array
Vivaldi array

(a)

0 5 10 15
0

0.5

1

1.5

2

ca
lib

ra
te

d 
am

pl
itu

de
 

@ 1GHz

0 5 10 15

receiver no.

0

100

200

300

400

ca
lib

ra
te

d 
ph

as
e 

in
 d

eg
re

e

meep

Bowtie array

Vivaldi array

(b)

Fig. 5.11: The comparison of the calibrated received signals of CST and MEEP. (a) F= 0.5 GHz;
(b) F= 1 GHz.
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Fig. 5.12: The comparison of the calibrated received signals of CST and MEEP. (a) F= 1.5 GHz;
(b) F= 2 GHz.
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Coupled power into an imaging object

To compare the efficiency of the modified Bowtie and conventional Vivaldi an-
tennas in coupling microwave power into an IO, the same criterion as in chapter
4 is used in that the two antennas are placed at the same distance (60 mm) to a
multilayer head model (biggest dimension 140 mm) and the coupled power to
the head model is estimated via simulations in CST microwave studio.
The absolute value of the coupled power into the head model with the Vivaldi
antenna at the distance of 40 mm to the model is represented in Fig. 5.13 at four
different frequencies. The results can be compared to the corresponding power
values of the Bowtie antenna in the previous chapter. For a more quantitative
comparison, the absolute values of the total power (in dB) at a reference line in
the middle of the head model are extracted and compared in Fig. 5.14 at four
frequencies. It is observed in the figure that the Vivaldi antenna succeeds in
coupling more power into the head model in the whole frequency range of 0.5
to 2 GHz.
The Vivaldi antenna is afterwards fabricated on Rogers 4003 substrate (permitti-
vity of 3.55, loss tangent 0.0027 and thickness of 1.53 mm ) (see Fig. 5.15). The
reflection coefficient of the fabricated antenna is then measured in a matching
liquid of ethanol-water solution. 3 cm of antenna’s radiating part is inserted into
the liquid (Fig. 5.16 (a)) while the rest of the antenna is in air. In Fig. 5.16 (b)
the simulated S11 is compared to the corresponding measured values.
It can be concluded that the Vivaldi antenna outperforms the Bowtie antenna
considering the lower modeling error in the image reconstruction algorithms.
The Vivaldi antenna also represents a superior performance regarding the trans-
fer of the microwave power to an IO (example multilayer head model). It was
shown that the better matching of the Bowtie antenna in this imaging procedure
doesn’t lead to a necessarily better performance. Additionally, the longitudinal
structure of the Vivaldi antenna allows placing more antenna elements around an
IO and therefore makes efficient sampling of the scattered signals possible. The-
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(a) 0.5 GHz

(b) 1 GHz (c) 1.5 GHz (d) 2 GHz

Fig. 5.13: The Vivaldi antenna illuminating the multilayer head model in CST microwave studio.
Absolute E-field at (a) 0.5 GHz, (b)1GHz, (c) 1.5 GHz and (d) 2 GHz.

5.4 Microwave tomography imaging system -
detection of hemorrhagic stroke

In the previous sections, a criterion was proposed to compare the performance of
the modified Bowtie antenna to the Vivaldi antenna for application in synthetic
3D microwave tomography. By estimating the modeling error corresponding to
both antenna arrays, it turned out that the Vivaldi antenna outperforms the Bow-
tie antenna in spite of the better matching of the Bowtie in the whole frequency
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refore, the Vivaldi antenna is introduced as an efficient structure for synthetic
microwave tomography imaging systems. In the following section, the imaging
capabilities of the two antenna structures will be further examined and compared
in a simulation scenario for head imaging.
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Fig. 5.14: Coupled power to the head model at a reference line in the middle of the head (see Fig.
5.13 (a))- comparison of Vivaldi to Bowtie antenna

(a) Radiative side (b) Feeding network

Fig. 5.15: The fabricated Vivaldi antenna.

range of interest. In this section, the goal is to prove the validity of the proposed
criteria for the evaluation of the performance of antennas.
For this purpose, two imaging scenarios are simulated in CST microwave studio.
The performance of the Bowtie and Vivaldi antenna arrays are evaluated regar-
ding the detection of a hemorrhagic stroke inside the white matter of a multilayer
head model. The multilayer head model with dispersive layers is the one used
before for the evaluation of the antennas in chapter 4 (see Fig. 5.17). The head
model is placed inside an imaging tank (width 24 cm, height 100 cm) filled with
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(a) Measurement setup

(b) Simulated and measured reflection coefficients

Fig. 5.16: Reflection coefficient of the Vivaldi antenna: (a) measurement setup, (b) the comparison
of the simulated and measured values.
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Tabelle 5.4: Dielectric characteristics of CST head phantom at 1 GHz

skin skull gray matter white matter stroke
Permittivty 45.71 12.36 52.28 38.58 61

Conductivity (S / m) 0.88 0.155 0.98 0.62 2

a matching interface of relative permittivity 45 and conductivity of 0.5 S/m at 1
GHz. In two separate imaging projects 16 antennas are inserted into the walls of
the tank; i.e. 16 Bowtie antennas in the first project (Fig. 5.18(a)) and 16 Vival-
di antennas in the second project (Fig. 5.18(b)). The following simulations are
performed in CST microwave studio (for both imaging setups):

Fig. 5.17: The multilayer head model simulated in CST. The dielectric properties of the layers are
listed in Table 5.4

5.4.1 Empty tank simulation

In this simulation with no object inside the tank (except for the interface liquid
(Fig. 5.18)) following a multistatic scenario, 240 S- parameters were recorded
(S21-empty).

5.4.2 Head phantom inside the tank

The multilayer head model is afterwards simulated inside the tank with the in-
terface medium surrounding it (Fig. 5.19 (a) and (b)). Once again, following
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(a) Bowtie array (b) Vivaldi array

Fig. 5.18: The Vivaldi array and Bowtie array surrounding the tank filled with matching liquid in
CST Microwave Studio.

(a) Bowtie array (b) Vivaldi array

Fig. 5.19: The Vivaldi array and Bowtie array surrounding the multilayer head model in CST Mi-
crowave Studio.

The image reconstruction procedure used in this chapter is the iterative non-
linear Gauss-Newton algorithm exploited in Chapter 3. No priori information
about the head phantom (shape of the layers or the dielectric properties of single
tissues) is assumed. In the first iteration (initial guess) all the mesh cells (90×90
mesh cells) are assumed to have the dielectric properties of the matching medium
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a multistatic scenario 240 scattered signals were recorded (S21-head). The re-
corded signals are then calibrated using incident calibration technique (equation
5.1). The calibrated signals are used as the input to the iterative nonlinear recon-
struction unit based on Gauss-Newton optimization.
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(a) relative permittivity- 1st itera-
tion

(b) conductivity (S/m)- 1st iterati-
on

(c) relative permittivity- 24th
iteration

(d) conductivity (S/m)- 24th itera-
tion

Fig. 5.20: The imaging results using Bowtie array at 1GHz. (a) and (b) results after the first ite-
ration. (c) and (d) final results (the black circle shows the position of the stroke in the
original simulated model).

(blind reconstruction). The imaging is performed at the single frequency of 1
GHz and the Bowtie and Vivaldi antennas are represented by 16 point-sources
in the forward solver MEEP. Since the imaging setups are identical except for
the structure of the antennas, the same numerical model is used for the image
reconstruction of both antenna arrays (Fig. 5.10).
Figs. 5.20 (a) and (b) and 5.21 (a) and (b) show the reconstructed images of
both the Bowtie and Vivaldi arrays right after the first iteration. By comparing
the reconstructed image of the Vivaldi array to the Bowtie array, it is clearly
observed that the general shape of the head model and even the stroke area inside
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(a) relative permittivity- 1st itera-
tion

(b) conductivity (S/m)- 1st iterati-
on

(c) relative permittivity- 24th
iteration

(d) conductivity (S/m)- 24th itera-
tion

Fig. 5.21: The imaging results using Vivaldi array at 1GHz. (a) and (b) results after the first ite-
ration. (c) and (d) final results (the black circle shows the position of the stroke in the
original simulated model).

The quantitative imaging results after 24 iterations are presented in Figs . 5.20
(c) and (d) and 5.21 (c) and (d). As can be seen, in case of the Vivaldi array even
with a mono-frequency reconstruction approach, the stroke area is clearly re-
constructed and detected in both permittivity and conductivity profiles although
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the white matter are clearly visible in case of the Vivaldi array right after the
first iteration. The imaging result corresponding to the Bowtie array presents
little information about the simulated head model. It even seems as if the stroke
area has not yet been sensed by the Bowtie antennas although the reconstructed
image is symmetrical.
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the quantitative values do not exactly converge to the actual ones. As shown in
[58] and [5], multiple-frequency approach can be applied to improve the results
quantitatively and qualitatively. The wide bandwidth of the antennas supports the
application of this technique. This subject, however, was not within the focus of
this work.
In conclusion, a Vivaldi antenna was proposed for application in synthetic 3D
microwave tomography and its performance was compared to the modified Bow-
tie antenna of chapter 4. The superior performance of the Vivaldi antenna pre-
dicted by the modeling error criteria was confirmed by the imaging results of
the simulated multilayer head model. The use of the proposed criteria brings
furthermore the following additional advantages for the optimization of the ima-
ging procedure:

1. The dimension of the imaging tank and the antenna array configuration
affect the imaging results in synthetic 3D microwave tomography. The
proposed criterion assists in pre-optimization of the tank and the place-
ment of the antennas in a way to minimize the modeling error between the
actual imaging system and the numerical model representing the system
in the numerical forward solver of the image reconstruction unit.

2. The criterion further assists in the choice of the optimum frequency of
operation. Above all, the frequencies at which a high modeling error is
predicted by the criteria, should be avoided in the imaging procedure. This
is because it was shown in this chapter that a high modeling error leads to
poor imaging results.

3. The criterion also helps comparing the performance of different anten-
na structures without performing actual imaging. This was confirmed in
this chapter by the comparison of the modeling error corresponding to the
Bowtie antenna and the Vivaldi antenna.
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5 Efficient antenna for synthetic 3D microwave tomography

It has to be mentioned that the Vivaldi antenna can in principle be used for
full-wave 3D microwave tomography as well. Compared to the modified Bowtie
antenna recommended in chapter 4, the longitudinal structure of the antenna
allows placing more elements around the IO (off-set 3D locations). However,
since in 3D microwave tomography the antenna array needs to be numerically
modeled in the reconstruction algorithms, the larger dimension of the Vivaldi
antenna (73 mm) exposes more computational load to the imaging procedure
than the Bowtie antenna (22 mm).
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6 Efficient antenna for
Radar beamforming

As discussed in the first Chapter, for imaging applications with a high contrast
between the target and the neighboring tissues (e.g. tumor detection in breast),
it is possible to use qualitative imaging techniques and therefore to avoid the
otherwise computationally extensive quantitative approaches (microwave tomo-
graphy). The imaging setup includes an array of antennas surrounding an IO and
illuminating it with broadband signals in either a monostatic or multistatic ap-
proach (Fig. 6.1). The different imaging algorithms in this technique compete in
generating a clutter-free energy map of the target showing the position of strong
scatterers inside it ([73], [31], [10], [14], [21], [51], [4], [28]).
The final goal of microwave imaging technology is the development of a low-
cost and reliable imaging system that can be easily adopted to clinical situations.
UWB antennas play an important role in realizing successful and efficient ima-
ging systems. To maximize the number of antennas to receive more information
from the scattered signal, the size of antenna should be as small as possible. Pla-
nar antennas with quasi constant phase center are the best option for this purpose.
The modified Bowtie antenna was initially proposed in chapter 4 as an efficient
structure for application in full-wave 3D microwave tomography. The antenna
with its planar configuration and its wide bandwidth is an efficient option for
conformal imaging array solutions.
In this chapter, first the required specification of UWB antennas for microwave
Radar imaging technique are discussed. Afterwards the performance of the Bow-
tie antenna is evaluated in two implemented imaging systems for the detection
of stroke in a human head-mimicking phantom and for breast cancer detection.
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For the breast tumor detection, however, the antenna is re-optimized to better
match the required specification of the application.

6.1 Antenna requirement for
microwave Radar imaging

For the successful operation of Radar-based imaging systems that are based on
illuminating the target with UWB signals, the antenna under the test should ful-
fill the following requirements:

1. efficient directional transmission of power into the IO,

2. compact nature for enabling integration of a large number of elements in
the antenna array,

3. ability to transmit and receive signals in a broad frequency range, inclu-
ding both low and high frequencies, in order to guarantee high resolution
as well as good penetration inside biological tissues

Most of the antennas proposed so far for Radar imaging systems (e.g. [36], [25],
[26], [77], [44], [35]), cover the spectrum of nearly 4 to 10 GHz, which corre-
sponds to a fractional bandwidth of 85%. However, to ensure sufficient penetra-
tion into the breast tissue (especially into the low-adipose tissues [30]) radiation
down to lower frequencies around 1 GHz is favorable. Since the dimension of the
antenna is wavelength-dependent, the design of a compact antenna that covers
lower frequencies is quite a challenge.

6.2 Miniaturized UWB antenna for breast imaging

In qualitative Radar imaging, it is desired to have a compact UWB antenna ele-
ment that will efficiently transmit and receive signals with a minimal distortion.
The broadband Bowtie antenna with its stable phase center is a very suitable
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Fig. 6.1: Conformal antenna array surrounding an imaging object in Radar approach.

choice for this approach. The antenna presented in this section is an optimized
version of the Bowtie antenna presented in chapter 4 for full-wave 3D micro-
wave tomography. With the two arms of the conventional Bowtie antenna being
short-connected (see Fig. 6.2 (a)), the capacitive nature of the antenna is partly
compensated and therefore, it is possible to optimize the dimension of the anten-
na so that it will radiate efficiently in a broadband spectrum. The balun transition
of the feeding structure also leads to a symmetrical radiation in the bandwidth
of interest.
For breast cancer detection using UWB Radar, the antenna proposed in chap-
ter 4 has been further optimized to cover a wide frequency range starting from
around 1 GHz to ensure good penetration into the breast. Therefore the Bowtie
was either in direct contact to a breast-mimicking phantom or inside a matching
liquid representing an average relative permittivity of ε = 20. The feeding balun
must be, however, inside a low-permittivity environment to ensure the directio-
nal radiation of the antenna into the phantom or matching liquid.
The structure of the optimized antenna can be seen in Fig. 6.2. The radiating
part of the antenna has a compact dimension of 15 mm. The feeding network
and the Bowtie are constructed on different substrates. Rogers 5880 with relative
permittivity of 2.2 and thickness of 1.57 mm is used for the radiating Bowtie.
To ensure reasonable dimension of the feeding network in comparison to the
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H-plane 

E-plane 

(a)

(b)

Fig. 6.2: The modified Bowtie antenna with the inductive strips and the balun feeding; (a) schema-
tic of the antenna, (b) different views of the manufactured antenna.

The reflectivity of the designed antenna is measured with the Bowtie inside a
PEG (polyethylene glycol)-water solution having a relative permittivity of 18 at
4 GHz, while the feeding network is kept in air. In Fig. 6.3 the simulated and
measured reflection coefficients of the antenna are displayed. It is observed both
in simulation and measurement that the reflectivity of the antenna stays below
-8 dB in the bandwidth of 1.2 - 7 GHz.
The simulated electric field of the antenna is displayed in Fig. 6.4. As observed
in the figures, the electric field begins to radiate into two separate directions
starting from 7 GHz (Fig. 6.4 (d)). The radiated field of the antenna is further
measured using the near-field imaging system [34] and the measured radiation in
E-plane and H-plane are displayed in Fig. 6.5. Since in near-field imaging we are
interested in directional antennas, in this case the frequencies higher than 7 GHz
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Bowtie, Rogers 6110 with a relative permittivity of 10.2 and thickness of 1.27
mm is used for the feeding.



6.2 Miniaturized UWB antenna for breast imaging

Fig. 6.3: The simulated and measured reflection coefficient of the Bowtie antenna in the PEG solu-
tion for breast cancer detection.

Fig. 6.4: Simulated normalized electric field distribution of the antenna (in the near-field region)
with the background permittivity of 20 at (a) 4 GHz, (b) 5 GHz, (c) 6 GHz and (d) 7 GHz.
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(a) H-Plane (b) E-Plane

Fig. 6.5: Measured radiation pattern of the Bowtie antenna in PEG solution.

6.3 UWB imaging system for
breast cancer detection

In this section, the performance of the broadband Bowtie antenna is experimen-
tally evaluated. The antenna is used inside a hemispherical array for the detec-
tion of tumor in a synthesized breast-mimicking phantom. In the following the
near-field imaging system including the measurement setup for collecting the
scattered signals and the breast phantoms are presented.

6.3.1 Measurement setup for breast phantom imaging

To realize a realistic setup having the potential of being later employed in clinical
trials, a 16 element hemispherical array was implemented (see Fig. 6.6). The he-
mispherical arrangement is known to outperform the cylindrical array regarding
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are not practical. Therefore, the compact Bowtie antenna having a maximum
dimension of 15 mm x 15 mm and a bandwidth of 1.2-7 GHz (corresponding to
a fractional bandwidth of 141.46%) is in the next chapter used in our near-field
imaging system for detection of tumor in synthesized breast phantoms.



6.3 UWB imaging system for breast cancer detection

the imaging performance ([9]). As explained in the previous section, the Bowtie
antennas were designed to work between two media; i.e. the radiating Bowtie
was in contact to a breast-mimicking phantom whereas the feeding network was
kept inside a low-permittivity medium (preferably air). With that in mind, for the
laboratory setup, a polystyrene hemisphere was chosen as the base of the array.
The dielectric properties of polystyrene were very close to those of air, making
it a good medium for the background in the initial laboratory implementation.
The hemisphere had an inner radius of 5.45 cm.
To arrange 16 antennas on a hemispherical surface, two important criteria were
considered: the antenna elements were positioned so that the adjacent elements
were as equi-distant as possible. Moreover, as it was discussed in [33], to have a
good cross range resolution, it was preferred to arrange the antenna elements in
a rectangular form. Having considered these two criteria, the final arrangement
of the array displayed in Fig. 6.6 was chosen.
The E8363B vector network analyzer (VNA) from Agilent Technologies was
used as the RF transmitter and reciever. The output power of VNA was 5 dBm,
the IF-Bandwidth was set to 300 Hz and 1601 points were considered in the
bandwidth from 1 to 7.5 GHz. Furthermore, a power amplifier of approximately
11 dB gain was connected to the VNA output leading to a final output power of
around 16 dBm. For the collection of signals, a multistatic scenario was adopted
and the antenna elements of the array acted sequentially as transmitter while
all the other antennas acted as receiver (Rx). A programmable RF mechanical
switch matrix was used to automatically connect each Tx-Rx antenna-pair to the
VNA, resulting in 240 different measurements, half of which were considered
for the imaging due to the reciprocity. A sketch of the near-field imaging system
together with a picture of the implemented imaging system are shown in Fig.
6.7.
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(a) (b)

(c)

Fig. 6.6: (a) and (b) Array configuration on a styropor base; (c) the 2D mapped positions of the
antenna elements.

6.3.2 Synthesized breast phantoms

For the evaluation of the proposed near-field imaging system, a hemispherical
breast phantom of radius 5.45 cm was built. The breast phantom was a mixture
of water (47%), sugar (47%) and gelatin (6%). The tumor phantom was appro-
ximately 10 mm in diameter and was made up of the same ingredients, however
with the following proportions: water (71%), sugar (14.5%) and gelatin (14.5%)
(Fig. 6.8).
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(a)

(b)

Fig. 6.7: (a) Schematic of the imaging system; (b) the actual implemented near-field imaging sy-
stem: 1: VNA, 2: power amplifier, 3: mechanical swich matrix, 4: antenna array with
breast phantom inside.
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Fig. 6.8: Tumor phantom approximately 10 mm in diameter

Fig. 6.9: Measurement setup for the characterization of the dielectric properties of the breast phan-
tom.

The permittivity and conductivity of the breast phantom and tumor were mea-
sured using the Agilent Dielectric Probe Kit (85070E)(Fig. 6.9 ) and were com-
pared to the corresponding values predicted by the Cole - Cole formula [30] in
Fig. 6.10. As shown in the figure, the measured values for the breast phantom
were between the high and average adipose categories of normal breast. The
synthesized phantoms with one and two tumors are displayed in Fig. 6.11.

6.3.3 Radar beamforming algorithm

For the image reconstruction, a beamforming Radar approach has been used.
The signals are measured in the frequency domain following a multistatic scena-
rio. The recorded signals are afterwards filtered (Tuckey window) and converted
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6.3 UWB imaging system for breast cancer detection

Fig. 6.10: Relative permittivity and conductivity of normal breast tissue and tumor as obtained
from the Cole-Cole equation [16] compared to the measured dielectric properties of the
synthesized breast phantom; (a) relative permittivity, (b) conductivity.

into time domain using IFFT. In the following, the imaging algorithms will be
reviewed.

Conventional Delay and Sum

The Delay and Sum (DAS) beamformer is a passive process doing exactly what
its name implies; that is, the recorded scattered signals are first assigned appro-
priate time delays so that the beamformer will focus on a specific point inside
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(a) 1 tumor: view from the top (b) 2 tumors: view from the top

(c) 1 tumor: side view (d) 2 tumors: side view

Fig. 6.11: The synthesized breast phantoms of (a) and (c) one tumor and (b) and (d) two tumors
(left and right columns, respectively).
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the target. Afterwards the time-aligned signals are added and the energy of the
resulting signal is estimated which corresponds to the intensity level of a single
focal point within the target (see Fig. 6.12). The output of a DAS beamformer
can be explicitly represented as follows:

Z[n,r0] =
M

∑
i=1

Xi[n− τid(r0)] (6.1)

where τid(r0) = τmax− round[τi(r0). fs].
M is the total number of the received signals (Xi[n]’s). τi(r0) is the round-trip
distance from the corresponding transmit and receive antennas to the focus point
r0, fs is the sampling frequency and τmax is the maximum delay.



6.3 UWB imaging system for breast cancer detection

Fig. 6.12: The block diagram of a conventional delay-and-sum beamformer.

The final step would be to estimate the energy level of the beamformer output
for each focal point; this is done as follows:

I[r0] =
N

∑
i=1
|Z[i,r0]|2 (6.2)

N is the total number of samples.
By adjusting appropriate time delays, all the points within the target volume
will be scanned and as a result an image will be reconstructed. Although in
principal no windowing is necessarily performed in the conventional DAS, here
in this research the delayed signals (X i

d(n) in Fig. 6.12) are first windowed using
Hamming window coefficients and the resulting signals are afterwards added
together.
Considering the fact that the delays can be implemented either in time or fre-
quency domain, the technique proves to be efficient for both narrowband and
broadband applications. However, although the beamformer has several advan-
tages the most important of which are simplicity and robustness, its performance
is limited in terms of artifact removal and resolution.
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6 Efficient antenna for Radar beamforming

To tackle the problems of the conventional DAS and enhance the performance of
the beamformer, the output of the beamformer (z(n) in Fig. 6.12) is once again
windowed using coherence factor windowing coefficients.

Enhanced DAS using Coherence Factor Coefficients

Coherence factor (CF) coefficients are defined as the ratio of the coherent sum
of the delayed signals to the ratio of the non-coherent sum of the delayed signals
[55]; (unitless quantity varying from zero to one); it means:

CF(n) =

∣∣∑M
m=1 Xm

d (n)
∣∣2

M ∑
M
m=1

∣∣Xm
d (n)

∣∣2 (6.3)

Xd [n] refers to the delayed signal. These coefficients can be interpreted as a mea-
sure of the coherency of the recorded signals coming from a given point inside
the imaging area. By taking these coefficients into account, the directivity of the
beamformer will be considerably increased and the effect can be directly obser-
ved in the increased dynamic range of the system, signal to clutter ratio as well
as the significant improvement in the resolution of the detection. This is mainly
due to the fact that the clutter signal is of low coherency whereas at the points
where a strong scatterer exists, a high coherency will be measured.
To apply the CF coefficients no pre-knowledge of the scene (e.g. number of
scatteres) is required. The coefficients are estimated from the delayed signals
and they are applied to the output of the beamformer (to the final windowed
signals). The estimation of the coefficients and applying them to the signal adds
no extra computational cost to the system.
The output of the beamformer after applying the CF coefficients will be:

Zout [n,r0] =CF(n).Z[n,r0] (6.4)

The energy of this signal will be then estimated which would correspond to the
intensity value of the image regarding the focus point r0.
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In the following, the imaging results obtained using the UWB imaging system
will be presented and discussed.

6.4 Measured imaging results and discussion

As explained previously, using a UWB antenna array consisting of 16 elements
(Fig. 6.3 and Fig. 6.6) and the breast phantoms shown in Fig. 6.11, 120 signals
in frequency range of 1.2 - 7 GHz were recorded. For data calibration, since we
were only interested in the response of the tumor, a second measurement was
performed with the array being 15 degree rotated and the resultant signals were
subtracted correspondingly [27]. This allows for removal of unwanted signals
such as those due to antenna coupling and skin reflection. The tumor response
will appear at different times in each of the two measurements, further enabling
tumor localization. The calibrated signals were afterwards transformed into time
domain and fed into the UWB image reconstruction unit based on the enhanced
Delay-and-Sum algorithm.

6.4.1 Breast phantom with one-tumor

In the first measurement, the breast phantom with one tumor of 1.3 cm dia-
meter and at a depth of approximately 2 cm (off-center) was placed inside the
measurement system of Fig. 6.7. The calibrated signals were processed in the
reconstruction unit and in Fig. 6.13 the corresponding imaging results are dis-
played (all the imaging results present the 2D slices of the relative energy map
of the output of the beamformer). Compared to the pictures of the phantom in
Fig. 6.11 (a) and (c), it was observed that the tumor was successfully detected
in the 3D space at the correct position in both x-y and x-z planes however with
a different resolution. This was already expected, since the effective size of the
array in the two views was different, thus leading to a different resolution. For a
more quantitative look at the tumor response, in Fig. 6.14 and 6.15 image cuts
at the position of tumor are presented.
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6 Efficient antenna for Radar beamforming

(a) (b)

Fig. 6.13: The imaging results of the one-tumor breast phantom in (a) horizontal (x-y) and (b)
vertical (x-z) planes (linear scale).

6.4.2 Breast phantom with two-tumors

For the second evaluation of the proposed measurement system, the phantom of
Fig. 6.11 (b) and (d) with two embedded tumors of different size and at different
depths was used. One of the tumors had a diameter of approximately 1 cm and
was located at a depth of 1.8 cm. The second tumor was 1.5 cm in diameter and
3 cm deep inside the breast phantom.
The image in Fig. 6.16 corresponds to the stacked x-y plane image when loo-
king at the phantom from above (i.e. all the images in the z-direction are added
together). In this image, it is possible to recognize the two tumors: one appro-
ximately in the center and the other nearly 4.5 cm above it. The reconstructed
positions agree quite well to the real positions of the tumors.
To detect the depth of each tumor, we looked at the reconstructed images at
different z (horizontal) layers. In Fig. 6.17 and 6.18, the images of 6 vertical
planes are shown. The first three sub-figures corresponding to z= 0.1 cm to z= 2
cm, show the first tumor near the center (z= 0 points to the base of the phantom).
The other three sub-figures, z= 3 cm to z= 5 cm, mainly include the second
tumor that was located near the surface of the phantom. In Fig. 6.18(c) refering
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Fig. 6.14: Image-cuts at the position of tumor in the measurement result of Fig. 6.13 (a); (a) hori-
zontal cut, (b) vertical cut.
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Fig. 6.15: Image-cuts at the position of tumor in the measurement result of Fig. 6.13 (b); (a) hori-
zontal cut, (b) vertical cut.
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Tabelle 6.1: signal to clutter ratio (SCR) and position of tumors (x y z) in cm
Breast Phantom SCR Actual tumor position Detected tumor position
with one tumor 4 dB (1.2, -1, 2) (1, -0.1, 1.8)

with two tumors-tumor no.I 4.7 dB (0.6, 3.4, 1.8) (-0.2, 4, 2)
with two tumors-tumor no.II 3.5 dB (0.8, -1, 3) (0, -0.2, 3)

to the image of the phantom near the breast-air interface in the uppermost layer,
a relative large artifact is present that was due to the large reflections at the
interface. Some quantitative results regarding the performance of the system are
reported in Table 6.1. By comparing the actual position and depth of the tumors
to the detected ones, it can be concluded that all the tumors were successfully
detected in 3D space.
Therefore, the proposed miniaturized Bowtie was successfully evaluated for de-
tecting tumor phantoms in a breast mimicking phantom having dielectric pro-
perties similar to average adipose breast tissues. The antenna is a very efficient
radiating element covering a broad range of low and high operational frequen-
cies compared to the other structures so far proposed for breast cancer detection.

Fig. 6.16: The stacked image of the breast phantom with two tumors in horizontal plane (x-y).
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(a) (b)

(c)

Fig. 6.17: The imaging results corresponding to the two-tumor breast phantom at different horizon-
tal layers (z-axis); (a) z= 0.1 cm, (b) z= 1 cm and (c) z= 2 cm.

6.5 Planar Bowtie antenna for head imaging

As for the head imaging application, in the previous chapters the microwave
tomography approach was introduced as one efficient alternative approach to
conventional techniques. The Radar approach applied to breast imaging in this
chapter can in principle be applied to head imaging as well. Although in this case
more challenge is expected due to the high contrast of the dielectric properties
of head tissues and as a result the applicability of the technique to this target ap-
plication has to be carefully examined. Specially in case of hemorrhagic stroke,
due to the higher dielectric properties of the affected regions compared to the
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(a) (b)

(c)

Fig. 6.18: The imaging results corresponding to the two-tumor breast phantom at different horizon-
tal layers (z-axis); (a) z= 3 cm, (b) z= 4 cm and (c) z= 5 cm.

surrounding tissues, the Radar technique is expected to be efficient in detecting
the damaged area due to the stroke.
In [48] a rather similar technique is used for stroke detection however with a 2D
antenna array. In that research, the antennas are not optimized for biomedical
applications ( [43], [42] and [59]) and specially for head imaging and they are
simply placed in some distance to the head phantom in air. Regarding the high
contrast of the air and the head tissues as discussed in Chapter 3 this leads to a
considerable loss of energy at the interface between air to skin and as a result
the overall imaging performance is degraded.
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6 Efficient antenna for Radar beamforming

Fig. 6.19: The imaging setup for head imaging via Radar beamforming approach.

In this section some preliminary results are presented in order to introduce the
idea behind using the modified Bowtie antenna in a Radar-based imaging system
for head imaging. It must be emphasized that some more in deep investigation
regarding the applicability and efficiency of this approach for head imaging is
required.

6.5.1 Imaging setup for the detection of stroke

A sketch of the imaging system is shown in Fig. 6.19. With the help of a me-
chanical switch matrix, it is possible to switch between the antenna elements of
the conformal array in a multistatic scenario to obtain scattering signals from all
over the head phantom (the same imaging procedure as in the previous section
for the detection of tumor in breast-mimicking phantoms).
The Bowtie antenna was introduced in Chapter 4 for application in 3D microwa-
ve tomography. The same Bowtie antenna with the bandwidth of 0.8-3 GHz and
its planar structure can be also considered as an efficient structure for head ima-
ging via microwave Radar beamforming. The conformal structure of the antenna
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(a) (b)

Fig. 6.20: The planar Bowtie antennas arranged inside a hemispherical array-base for head ima-
ging.

with its directional radiation assist in efficient coupling of microwave signals in-
to the head.
In the following, the Bowtie antenna is used inside a helmet-shaped array base
(Styrofoam) to be worn by the patient (Fig. 6.20). In an initial investigation, the
antenna elements were divided into two groups of each 12 elements (all together
24 elements) and each group was positioned in one half of the hemisphere-
shaped array base to cover one half of the brain (phantom).
A multilayer head phantom composing of four layers representing similar diel-
ectric properties to skin, skull, gray matter and white matter developed in the
Institute of Biomedical Engineering (IBT) at KIT was used during the imaging
as the target (Fig. 6.21). A stroke phantom with approximate blood properties
(sphere of 2 cm diameter) was inside the gray matter region. The phantom was
placed inside the hemispherical array and as a very initial investigation, a mono-
static approach was used to collect 24 broadband signals in the frequency range
of 0.8-3 GHz.

123
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6.5.2 Monostatic Radar approach
for focusing the stroke response

The image reconstruction algorithm was the modified delay and sum algorithm
applied in the previous section for breast phantom imaging. However, the pre-
processing of the recorded signal in order to focus the response of the stroke
region and to get rid of the other unwanted contributions from all the other layers
other than stroke was different (the so called data calibration technique).

Data calibration for extracting the stroke response

As for data calibration in order to extract the sole response of the stroke region,
considering that a stroke existed only in one half of the hemisphere and regarding
the mostly symmetrical shape of the left-side and right-side parts of the head
phantom (in fact actual human head) the signals recorded by 12 antennas on one
side were used as the reference signals and were subtracted from the other 12
recorded signals on the other side. Considering the symmetry of the two parts of
the brain the main difference in the recorded signals will come from the stroke
region [48].

Measured imaging results with head-mimicking phantom

The measured monostatic results are presented in Fig. 6.22. The stroke region
has been detected in both horizontal and vertical planes at the correct position.
The relatively high clutter and noise present in the figures can be reduced by
applying a multistatic approach and an enhanced array design with more antenna
elements with more efficient distribution of the elements.
Therefore, considering the example applications of breast imaging and head ima-
ging in this chapter, the modified Bowtie antenna can be regarded as an efficient
broadband planar structure to be used in conformal arrays for 3D biomedical
applications.

124



6.5 Planar Bowtie antenna for head imaging

(a)

(b)

Fig. 6.21: The multilayer head-mimicking phantom (developed in the Institute of Biomedical Engi-
neering (IBT) - KIT).

(a) (b)

Fig. 6.22: The measured monostatic imaging results; (a) stacked vertical layers x-y, (b) stacked
horizontal layers x-z.
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7 Conclusion and future work

This work dealt with some concerns regarding antenna design for microwave
medical imaging applications. It was discussed that the design of an antenna
structure for microwave medical imaging is very much dependent on the target
application as well as the exploited imaging technique.
Broadband antennas were proposed for microwave medical imaging and several
criteria were introduced for the evaluation of the performance of antenna struc-
tures for different imaging methods. It was discussed that depending on the ex-
ploited imaging technique, different specification of the antennas are required.
Therefore, before proposing an antenna structure for application in microwa-
ve medical imaging, it is necessary to discuss the required antenna characteri-
stic and accordingly to proceed with antenna design. Three microwave imaging
techniques were considered and after discussing the antenna requirement of each
technique, efficient structures were proposed for each imaging method. The per-
formance of the antennas were evaluated inside imaging systems for stroke de-
tection and breast cancer detection as example applications.
The following sections include a summary of the achievements of this work and
some suggestions for the future extension of the current research.

7.1 Conclusion

The required specification of an antenna for microwave medical imaging is de-
pendent on the target application. After studying the interaction of microwave
signals to a multilayer head model as an example application, a proper frequen-
cy range was proposed for human head imaging in chapter 3. An anatomical-
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ly realistic MRI-derived 2D head model with an embedded stroke region was
successfully reconstructed using microwave tomography at a single frequency
within the proposed optimum range. The nonlinear iterative Gauss-Newton al-
gorithm was applied to the scattered electric fields recorded at 24 points around
the model and in a blind reconstruction the dielectric map of the numerical mo-
del and the stroke region were successfully reconstructed. The results motivate
the application of microwave imaging (tomographic approach) for the detection
of stroke in human head.
After demonstrating the potential of microwave imaging for the detection of
stroke as a relatively new emerging application, the rest of the work focused on
designing high-performance antennas for practical imaging systems and propo-
sing efficient criteria for the evaluation of the performance of the antennas prior
to performing imaging.
The antenna requirements for 3D microwave tomography were discussed in
chapter 4 and a modified Bowtie antenna featuring a broad bandwidth and com-
pact dimension was proposed for this imaging method. The broadband response
was obtained by connecting the two arms of the Bowtie thereby enabling the
antenna operation from 0.8 GHz to 3 GHz. The short-connected arms further
resulted in miniaturization of the antenna and decrease of the lower frequen-
cy of operation. The antenna characteristic when fed by a balun structure was
shown to be reasonably similar to an ideal discrete port feeding. Therefore, for
the modeling of the antenna in a 3D numerical forward solver, the antenna can
be efficiently represented only by the radiating element. This would significantly
reduce the complexity of the forward solver model without sacrificing the accu-
racy. The antenna was compared to the relatively simple monopole antenna so
far widely used in microwave tomography imaging systems.
An alternative procedure to the computationally extensive full-wave 3D micro-
wave tomography is the synthetic 3D microwave tomography approach. Criteria
were proposed for the evaluation of the optimum antenna structure for synthe-
tic 3D microwave tomography in chapter 5. The performances of two antennas
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were examined and compared for application in this imaging technique. The pre-
viously designed Bowtie antenna was compared to a Vivaldi structure regarding
the operational bandwidth, efficiency of the antenna when modeled as a point
source in a 2D numerical solver and finally the coupled power into a phantom.
It turned out that despite of the better matching of the Bowtie antenna in the
whole frequency range, the Vivaldi antenna outperformed the Bowtie antenna
regarding the modeling error when the antenna was modeled as a point-source
in the 2D forward solver of MEEP.
To validate the proposed criteria, two imaging scenarios were simulated in the
commercial software CST. Two antenna arrays (Bowtie array and Vivaldi array)
surrounded a multilayer head model and following a multistatic scenario scatte-
ring signals were recorded in each imaging setup. Using the nonlinear iterative
Gauss-Newton algorithm, the dielectric map of the head model was successful-
ly reconstructed at 1 GHz using the Vivaldi array. A stroke area deep inside
the white matter was detected in both permittivity and conductivity profiles. As
for the Bowtie array, the high modeling error predicted by the proposed criteria
led to poor reconstructed imaging results. It was mentioned that the synthetic
approach can alternatively be used to accelerate full-wave 3D microwave tomo-
graphy by providing an initial approximation of the dielectric properties of the
IO.
Another widely exploited imaging technique is the qualitative Radar approach
that works well for detecting targets with high dielectric contrast relative to the
surrounding tissues (e.g. tumor detection in breast). This imaging technique was
discussed in chapter 6. For the application of breast cancer detection using the
microwave Radar approach, the design of a compact antenna element with large
fractional bandwidth covering both low and high frequencies to ensure good
penetration as well as high resolution is a big challenge. In this research, an
efficient compact Bowtie antenna with the largest dimension of 15 mm and a
bandwidth of 1.2-7 GHz was proposed for UWB near-field breast imaging and
it was characterized via simulations and measurements.
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The antenna was used inside a hemispherical array of 16 elements for the de-
tection of tumors in synthesized breast mimicking phantoms. The implemented
near-field imaging system was evaluated using two average-adipose breast phan-
toms with one and two embedded tumors respectively. The successful detection
of the tumors in the 3D space proved the efficiency and potential of the proposed
UWB imaging system for breast cancer detection.
The Radar approach was further used for head imaging as well. Although this
application is more complicated compared to breast imaging, the initial measu-
rement results using an array of Bowtie antennas surrounding a multilayer head
phantom showed the potential of the technique for head imaging. In the recon-
structed images, the stroke region modeled as blood seemed to be detectable as
a dominant scattering region inside the phantom.
All in all, as discussed in this dissertation, microwaves are sensitive to the dif-
ference of the dielectric properties of the tissues. In competition to the availa-
ble imaging techniques, microwave’s only chance is to provide significant ad-
vantages regarding cost, portability, simple installation and performance. It was
discussed that the antenna array design has a direct impact on the final image
quality. Some challenges regarding the optimum antenna structure for different
microwave medical imaging techniques were addressed in this research.

7.2 Future extension of the current research

The research performed in this work can be extended in several directions:
The Bowtie antenna proposed for application in full-wave 3D microwave tomo-
graphy in chapter 4 can be utilized in a 3D imaging scenario (simulation and/or
measurement) with and without modeling the feeding taper in the numerical si-
mulation. The imaging results will be then compared to those obtained by an
array of monopole antennas. The comparison will be regarding the computatio-
nal time and the imaging efficiency.
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3D microwave tomography. An initial step in synthetic 3D microwave tomogra-
phy would be the optimization of the antenna array and the imaging tank (dimen-
sion of the tank and the position of the antennas on the walls of the tank) using
the criteria proposed for the minimization of the modeling error. The proposed
criteria also help choosing the best frequencies with minimum modeling error.
As mentioned before, the optimization of the imaging system prior to perfor-
ming actual imaging would save a lot of computational time and assist in further
improving the efficiency of the imaging system.
Further extension of the current research can be improving the imaging results
quantitatively. For instance, in this work it was shown that microwave tomo-
graphy has a good potential for stroke detection (imaging results of a 2D MRI-
derived head mode). In the imaging scenario, although the stroke was clearly
detected in both permittivity and conductivity profiles at 1 GHz, the quantita-
tive dielectric properties of the reconstructed tissues need to be improved. This
issue is especially of great importance in practical applications in order to distin-
guish between ischemic and hemorrhagic stroke. The quantitative results can be
improved in several ways. One way would be to use a frequency hopping tech-
nique to take advantage of both the low and high frequency spectrum. This way
the imaging results at lower frequencies serve as the starting guess at higher fre-
quencies and step by step the resolution and quantitative results will improve. In
a similar way, the reconstructed imaging results obtained using the Vivaldi array
in Chapter 5 can be improved using the frequency hopping technique. The large
bandwidth of the proposed Vivaldi antenna would allow the incremental change
in the frequency in this case to improve the results quantitatively.
The applicability of the Radar beamforming technique to head imaging needs to
be further investigated. For this purpose an enhanced antenna array design and
applying a multistatic scenario for a more efficient focusing of the stroke area
is recommended. The applicability of the technique needs to be examined by
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and grey matter tissue-mimicking phantoms.
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Non-ionizing electromagnetic waves at microwave 
frequencies for medical diagnosis and imaging is 
emerging as a relatively low cost and low health risk 
alternative to the conventional imaging technologies. 
The success of a microwave imaging system depends, 
to a large extent, on technological aspects. Antenna 
array design in particular is known to have a direct 
impact on the image quality.

The goal of this work is the introduction of effi cient 
antenna structures on the basis of the requirement of 
different microwave imaging methods. Several crite-
ria are proposed for the evaluation of antennas for 
application in microwave imaging systems. The per-
formance of the proposed antennas are evaluated in 
simulation and measurement scenarios.

Malyhe Jalilvand received her bachelor degree from 
Amirkabir University of Technology in 2002 and her 
master degree in electrical engineering from Shiraz 
University in Iran in 2005. She was research assistant 
at the Institut für Hochfrequenztechnik und Elektro-
nik (IHE) in KIT from 2011 to 2015. Her main research 
topics are UWB antenna design, imaging algorithms 
and microwave imaging systems.

M
. J

al
ilv

an
d

 
 

A
p

p
lic

at
io

n
-S

p
ec

ifi
 c

 B
ro

ad
b

an
d

 A
n

te
n

n
as

 f
o

r 
M

ic
ro

w
av

e 
M

ed
ic

al
 Im

ag
in

g

G
ed

ru
ck

t 
au

f 
FS

C
-z

er
ti

fi 
zi

er
te

m
 P

ap
ie

r

9 783731 506645

ISBN 978-3-7315-0664-5


	Introduction
	Microwaves in medical applications
	Microwave sensing
	Microwave imaging

	Applications for microwave medical imaging
	Breast imaging
	Head imaging
	Other microwave imaging applications

	Antenna elements in microwave imaging systems
	Goal and outline of the work

	Fundamentals of microwave medical imaging
	Electromagnetic wave propagation through a general lossy medium
	Attenuation constant
	Penetration depth
	Wave impedance

	Dielectric properties of biological tissues
	Debye model
	Cole - Cole model

	Examples of abnormalities of human tissues
	Breast cancer
	Head stroke

	Safety concerns of exposure to microwave energy

	Specifications and requirements for microwave medical imaging
	Microwave imaging methods
	On the importance of a matching interface
	Quantitative microwave tomography
	Qualitative Radar imaging

	Specification of microwave medical imaging - example application of stroke detection
	Microwaves for head imaging
	Interaction of microwave signals to a multilayer head model

	Numerical investigation of hemorrhagic stroke detection using microwave tomography
	MRI-derived head model
	Imaging algorithm: nonlinear iterative Gauss-Newton
	Simulated imaging results at 1 GHz


	Efficient antenna for full-wave 3D microwave tomography
	Antenna requirement for full-wave 3D microwave tomography
	Description of the modified Bowtie Antenna
	Measurement of the modified Bowtie Antenna
	The modified Bowtie antenna compared to a conventional monopole antenna
	Monopole antenna for microwave medical imaging
	Comparison regarding the coupled power into a multilayer head model
	Comparison regarding the computational time


	Efficient antenna for synthetic 3D microwave tomography
	Antenna requirement for synthetic 3D microwave tomography
	Criteria for the evaluation of antenna elements in synthetic 3D microwave tomography
	Comparison of two antenna structures for application in synthetic 3D microwave tomography
	Modified Bowtie antenna
	Vivaldi antenna
	Comparison of the modified Bowtie and Vivaldi antennas

	Microwave tomography imaging system - detection of hemorrhagic stroke
	Empty tank simulation
	Head phantom inside the tank


	Efficient antenna for Radar beamforming
	Antenna requirement for microwave Radar imaging
	Miniaturized UWB antenna for breast imaging
	UWB imaging system for breast cancer detection
	Measurement setup for breast phantom imaging
	Synthesized breast phantoms
	Radar beamforming algorithm

	Measured imaging results and discussion
	Breast phantom with one-tumor
	Breast phantom with two-tumors

	Planar Bowtie antenna for head imaging
	Imaging setup for the detection of stroke
	Monostatic Radar approach for focusing the stroke response


	Conclusion and future work
	Conclusion
	Future extension of the current research




