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Abstract 

The thesis at hand provides a real option based decision support model for 

politically enforced environmental investments, which do not gain company 

internal economic profit. Therefore, a detailed methodology for the estima-

tion of investments and operating costs for the exemplary application of NOX 

emission control techniques in fossil-fueled large combustion plants is devel-

oped. This methodology focusses on the predominantly used secondary 

abatement techniques SCR (selective catalytic reduction) and SNCR (selective 

non-catalytic reduction). The results thereof serve as input values for a 

Monte-Carlo based real option model that investigates the influence of dif-

ferent policy instruments on the optimal timing of the investment. In focus 

are those policy instruments that provide an economic incentive for early  

investments such as investment funding schemes or emission fees. 

The basic idea of real option theory is to consider the monetary value of  

future flexibility during investment decision-making. In the given context,  

investments without economic profit for the investor can be expected to be 

delayed as much as legally feasible. If, however, increasing expenditures for 

the same investment in future periods are likely, it may be profitable to  

advance the investment. In this case, future flexibility is lost, because the  

investment needs to be regarded as irreversible due to its technical complex-

ity. Yet, at the same time, the risk that results from uncertain future develop-

ments is reduced or avoided. This decision situation is reflected by the model 

and analyzed for several exemplary case studies and scenarios. 

The primary aim of this work is to develop a suitable calculation methodology 

for the application at hand. Nevertheless, the results of the case studies for a 

plant in the EU and in India reveal a general need for disruptive settings in 

order to cause an influence on the decision, i.e. an advancement of the  

investment. Policy instruments such as emission fees that lead to increasing  
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expenditures for companies have in this context a stronger influence on the 

investment decision than nonrecurring investment-related funding schemes. 

An increase in future investment expenditures that is caused by market  

developments only can, within a reasonable scale, not be expected to cause 

an advanced investment. 
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Kurzfassung 

Die vorliegende Dissertation befasst sich mit einem realoptionsbasierten Ent-

scheidungsunterstützungsmodell für Umweltschutzinvestitionen, welche kei-

nen innerbetrieblichen ökonomischen Nutzen erzielen, sondern durch ent-

sprechende Gesetzgebung erzwungen werden. Dazu wird für den 

beispielhaften Fall von Emissionsminderungstechniken zur Reduktion von 

Stickoxiden in fossil befeuerten Großkraftwerken zunächst eine detaillierte 

Methodik zur Schätzung von Investitionen und Betriebskosten solcher Anla-

gen erarbeitet. Diese Methodik konzentriert sich auf die meistverwendeten 

sekundären Techniken SCR (selektive katalytische Reduktion) und SNCR  

(selektive nicht-katalytische Reduktion). Die Ergebnisse werden anschließend 

in ein Monte-Carlo basiertes Realoptionsmodell eingespeist, welches den Ein-

fluss verschiedener politischer Instrumente auf den optimalen Zeitpunkt der 

Investition untersucht. Dabei werden insbesondere solche Instrumente  

betrachtet, die einen ökonomischen Anreiz zur frühzeitigen Investition bie-

ten, wie etwa Investitionsförderprogramme oder Emissionsabgaben. 

Die Grundidee der Realoptionstheorie ist es, den Wert zukünftiger Flexibilität 

in eine unternehmerische Entscheidung mit einzupreisen. Im gegebenen Fall 

kann davon ausgegangen werden, dass Investitionen ohne ökonomischen 

Nutzen für den Investor soweit rechtlich zulässig in die Zukunft verschoben 

werden. Falls jedoch in Zukunft mit steigenden Ausgaben für die identische 

Investition zu rechnen ist, kann auch ein Vorziehen der Investition vorteilhaft 

sein. In diesem Fall geht zukünftige Flexibilität verloren, da die Investition 

durch ihre technische Komplexität als irreversibel betrachtet werden kann. 

Jedoch wird gleichzeitig das Risiko, welches aus der unsicheren zukünftigen 

Entwicklung resultiert, reduziert bzw. umgangen. Diese Entscheidungssitua-

tion wird über das Modell abgebildet und für mehrere Fallstudien und  

Zukunftsszenarien beispielhaft analysiert. 
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Wenngleich die Arbeit in erster Linie auf die Entwicklung einer geeigneten 

Berechnungsmethodik für den geschilderten Anwendungsfall abzielt, zeigen 

die Ergebnisse der Fallstudien für eine Anlage in der EU und für eine indische 

Anlage, dass disruptive Gesamtkonstellationen erforderlich sind, um eine  

Beeinflussung der Entscheidung zu bewirken, im gegebenen Fall also ein Vor-

ziehen der Investition. Dabei führen politische Instrumente wie Emissionsab-

gaben, welche für Unternehmen ausgabensteigernd wirken, eher zu einer  

Beeinflussung als einmalige, investitionsbezogene Förderprogramme. Ein  

allein durch Marktentwicklungen bedingter Anstieg der Investitionsausgaben 

in zukünftigen Perioden führt innerhalb einer als realistisch anzusehenden 

Entwicklung nicht zu einer vorgezogenen Investition. 
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1 Introduction 

In times of intensive debates on global warming and climate change, the issue 

of air pollution seemed to lose importance in public discussions, even though 

air pollution is proven to have a significant impact on human health and the 

environment (Gurjar et al. 2010). Policy continuously aimed at improving air 

quality by setting and tightening air quality standards and adapting the corre-

sponding regulation over the last decades. Such regulation often enforces  

investments by the polluters in order to abate emissions that are caused by 

e.g. the production of goods, the provision of energy or transport. 

Currently, the so-called diesel-gate affaire reveals difficulties of dealing with 

such a need for investments on a personal and institutional level and brings 

the issue of air pollution with nitrogen oxides (NOX) in focus again. On an  

industrial level, investments are usually triggered by regulatory requirements 

that need to be fulfilled in order to get a permit for operating a plant. Never-

theless, there are several options for plant operators to react to such policy 

and political entities can incentivize certain courses of action in various ways. 

Possible investment strategies and policy instruments will be assessed in this 

work via a real option based appraisal model for economically non-beneficial 

environmental investments. NOX emission control measures in large combus-

tion plants will serve as exemplary application in this context. The delimita-

tions, definitions, and characteristics of this task will be introduced in more 

detail in the following, with regard to the current situation and problem set-

ting in order to derive the scope and the aims of the work at hand. 1 

                                                                    
1  Parts of this research contribution have previously been published in Mayer et al. (2015), 

Mayer et al. (2016), Mayer et al. (2017), Mayer and Schultmann (2017), Schiel et al. (2019) 

and TFTEI (2015a). Passages of these publications were developed exclusively by the author 

of this work and are therefore used without citation. 
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1.1 Current Situation and Problem Setting 

Figure 1-1 provides a brief overview of the considered setting with the three 

main pillars ‘industrial production’, ‘policy’ and ‘management’. They all influ-

ence the overall problem setting and will hence be introduced briefly in this 

introduction and in more detail in the following chapters. 

 

Figure 1-1:  General framework with the three main influencing pillars for the task of this  

research [LCP: Large Combustion Plants]. 

In order to set the scope for the techno-economic assessment, a delimitation 

of the considered plants is necessary. This work considers fossil fueled large 

combustion plants (LCP), which are defined in the EU LCP Directive (EU 2001) 

as plants with a rated thermal input of 50 MW or greater.  
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Figure 1-2:  NOX emissions in 2016 by sectors in the OECD region (except Israel, South Korea, 

and Mexico) and in Germany (OECD 2018a). 
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According to Figure 1-2 combustion units (still) contribute to a significant 

amount of the total NOX emissions in the OECD region and in Germany.2 While 

the combustion sector in the figure includes not only large combustion plants 

but also residential heating and small and medium-size combustion plants, a 

majority of the emissions from the power stations stems from LCP and further 

LCP are operated in the industrial processes sector. 

For LCP, there are two technical strategies to abate NOX emissions. The  

so-called primary measures aim at reducing the formation of NOX during com-

bustion, while the secondary measures are downstream flue gas cleaning  

installations that reduce the amount of NOX present in the flue gas by chemi-

cal reduction. The costs of primary measures are generally lower than those 

of secondary measures, yet their abatement potential is limited. For an LCP, 

the costs of NOX control are significant and can exceed 20 % of the total costs 

for environmental controls (Lani et al. 2008).  

Important contributions to the techno-economic assessment of NOX abate-

ment installations in large combustion plants in this research stem from 

works of TFTEI, the Task Force on Techno-economic issues, formerly known 

as EGTEI (Expert Group on Techno-economic Issues) (TFTEI 2015b; UNECE 

2015b).3 Since 2002, TFTEI is working under the UNECE (United Nations Eco-

nomic Commission for Europe) in the framework of the CLRTAP (Convention 

on Long-range Transboundary Air Pollution). The group is a collaboration of 

administrative, scientific and industry experts that work together in order to 

develop information about techno-economic aspects of emission abatement. 

This information shall be of use for the whole UNECE region, with a particular 

focus on the EECCA countries (Eastern Europe, Caucasus, and Central Asia). 

                                                                    
2  OECD: Organization for Economic Co-operation and Development. In the figure, the OECD 

region excludes Israel, South Korea and Mexico due to lacking data.   
3  The author of this work directly contributed to the works of TFTEI since 2014 as a member of 

the Technical Secretariat and was directly responsible for the tasks considered in this work, 

i.e. the techno-economic assessment of NOX abatement in LCP.  
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The history of transnational NOX abatement policy in the UNECE region 

started in the late 1980ies with the adoption of the Sofia Protocol (UNECE 

1988) and since then, the emission limits for NOX emissions from LCP but also 

from other installations and sectors have been tightened in several steps. The 

implemented abatement technologies developed accordingly. After a first 

phase of installation of primary control measures that led to major reductions 

of total NOX emissions, more and more secondary measures had to be  

installed in order to meet tightening regulation (Brandwood 9/27/2018). The 

latest amendment of regulation for LCP was the Best Available Techniques 

Reference Document (BREF-LCP) that was published in 2017 (Lecomte et al. 

2017). It needs to be transferred in national regulation by the EU member 

states within one year and the amended emission limits will be in force from 

2021 on. 

This BREF document affects a considerable number of plants. In Germany, 

about half the capacity of coal-fired plants may need to revise or upgrade 

their abatement measures (Ruhrberg 2016). This order of magnitude is con-

firmed for the whole EU region by Scarbrough et al. (2017). Therefore, there 

is a clear need for NOX abatement investments in the EU. In countries outside 

the EU region that just started implementing NOX regulation, the investment 

potential is even larger.  

Nevertheless, the costs for NOX control measures that result from the new 

regulation can still be considered low in comparison to e.g. the CO2 allowance 

cost induced by the European Trading System ETS (Hodgson 9/26/2018). 

Therefore, it is considered unlikely that NOX abatement regulation leads to 

closure of plants or to a significant adaptation of operation, such as a reduc-

tion of the annual operating time. Hence, the system boundary for the assess-

ments in this work is drawn around the emission abatement installation. All 

cash flows that are caused by the installation are investigated, whereas the 

operation and the resulting cash flows of the plant itself are considered con-

stant and are thus left aside. 
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Regarding the managerial perspective, traditional investment appraisal  

focuses on the evaluation of investment alternatives rather than assessing 

the optimal timing of investments. Typical methods for ‘traditional’ invest-

ment appraisal are static methods such as cost or profit comparisons, the  

average rate of return or the payback period method, or dynamic methods 

such as the net present value approach. A more recent development that 

aims at better understanding actual investment decisions in the framework 

of new institutional economics and targets e.g. the problem of investment 

timing directly is the real option analysis (ROA). Based on option valuation 

theory of the financial sector, ROA aims at quantifying the monetary value of 

managerial flexibility and is of particular interest for the application at hand. 

1.2 Aim and Approach 

The appraisal methods for investment decisions usually focus on investments 

that gain profits for the investor. Mandatory investments, in particular if they 

do not gain revenues, are not targeted by such approaches, as they have to 

be executed anyways. For plant operators and policy-makers, however, it is 

crucial to assess the economic impact of environmental regulation. Plant op-

erators aim at identifying optimal strategies to deal with such regulation. In 

the case of mandatory investments, one of the most relevant matters (if the 

technical alternatives are limited) is the timing of investments. For policy-

makers, it is particularly relevant to assess possible economic impacts of reg-

ulation in order to avoid e.g. leakage effects, i.e. the relocation of production 

facilities and hence of emissions to other countries. Furthermore, a detailed 

understanding of industrial decision-making is necessary in order to develop 

strategies and instruments for influencing it. 

A detailed overview of existing literature will be prepared in the following 

chapters. In order to derive the main research questions, a first summary is 

provided here. There is a vast number of publications with regard to all three 

decision-influencing pillars. Regarding the techno-economic aspects of NOX 
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abatement, the most important references with regard to the work at hand 

are Strauss (2016), TFTEI (2015a) and US EPA (2016). 

Regarding NOX regulation from a political perspective, there is a broad num-

ber of countries having such regulation in force. Several of these countries 

also provided further scientific reports with regard to the impacts of and  

experiences with different policy measures. 

The managerial aspect of investment decision-making can be considered the 

least well investigated. Even though there is a broad variety of publications 

that apply real options theory to environmental investments, all these studies 

focus on profitable investments, i.e. they calculate the thresholds for e.g. 

emission fees in order to trigger environmental investments from an eco-

nomic perspective. The aspect of non-profitable investments has, to the best 

of the author’s knowledge, not been investigated so far.4 Exemplary publica-

tions that assess profitable environmental investments are by Abadie and 

Chamorro (2008) and Insley (2003) and many more will be mentioned in the 

following chapters. 

Furthermore, the influence of political ambiguity has also been investigated, 

for example by Julio and Yook (2012) and Welling et al. (2015). Both mention 

a considerable impact of policy on industrial investment decision-making that 

is not only caused by direct policy measures but also by ambiguity with regard 

to the future development of policy. 

The resulting three main research questions for the work at hand are summa-

rized in Table 1-1. After two introductory chapters with the fundamental 

knowledge for the development of the models, the chapters 4 and 5 intro-

duce the modeling approach and chapter 6 investigates exemplary case stud-

ies and the resulting implications with regard to policy-making.  

                                                                    
4  The investments may be profitable for society, if external costs are considered. From a com-

pany internal perspective they are not profitable, as they do not gain revenues. 
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Table 1-1:  Summary of the main research questions [CAPEX: Capital Expenditures;  

OPEX: Operational Expenditures]. 

Research question Related chapter 

How can the CAPEX and OPEX for NOX abatement installations 

in LCP be estimated precisely and efficiently in the early stages 

of investment planning or by company external entities? 

4 

How can the optimal timing of the investment be assessed 

based on the ROA approach? 
5 

Which policy instruments influence investment decisions in 

the considered framework in which way? 
6 

 

Figure 1-3 displays the structure of the modeling approach to be developed. 

It starts with a broad variety of input data, which is a crucial factor due to the 

technical complexity of the investigated installations. Based on this data, a 

techno-economic model is developed, which aims at quantifying the CAPEX 

(Capital Expenditures) and OPEX (Operational Expenditures) for a NOX abate-

ment installation in a specific plant (cf. chapter 4). The object of this assess-

ment is a single plant with all its specifics and characteristics. The model tar-

gets study level accuracy (+/- 25 %) as it is not able to and does not aim at 

replacing a detailed on-site bid proposal by manufactures. A macroeconomic 

or cross-sectoral study is not in the scope of this work, as the technical spe-

cifics of individual plants shall be investigated in detail. Nevertheless, it is pos-

sible to identify reference installations and to derive general conclusions 

thereof, in particular with regard to the impacts of policy measures. 

Figure 1-3:  Schematic overview of the modeling approach.  
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The second part of the modeling approach is the real options model, which 

investigates investment decision-making with a particular focus on the opti-

mal timing of mandatory investments that have to be executed within a cer-

tain timeframe, the so-called adaptation time. A common strategy for non-

profitable investments is the delay of the investment as far as legally feasible. 

In case of disruptive settings, such as significantly increasing investment  

expenditures or the implementation of policy measure s such as emission 

fees, it may be advantageous for the investor to advance the investment. 

Such an advancement may also be of interest for the public and hence for 

policy, as it leads to a faster reduction of air pollution. Both the results of the 

techno-economic model and additional data serve as input values for this 

model, which is introduced in detail in chapter 5. It is a numerical model that 

focuses on applicability and transparency rather than on achieving perfect  

analytic results. This does not mean that the results are wrong, but certain 

simplifications are considered acceptable in order to increase transparency 

while the impact on the results is considered acceptable within the aim of 

study-level accuracy. 

Finally, several case studies and scenarios will be investigated in chapter 6 in 

order to explain the calculations in detail and assess the results aiming at  

deriving policy conclusions with regard to possible impacts of policy 

measures. This work clearly focusses on the methodological aspect, i.e. the 

development of a calculation model for mandatory environmental invest-

ments that do not gain profits. Therefore, the results provide an order of mag-

nitude with regard to the investments and costs of NOX abatement installa-

tions and impacts of policy measures but do not aim at quantifying the 

monetary outcomes of certain policy measures in exemplary countries. This 

would be possible if a broad set of data with regard to all plants in a country 

was available, but goes beyond the scope of this work as such detailed data 

is not publicly available. 
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2 Nitrogen Oxide Emissions 
from Large Combustion Plants 

Large combustion plants (LCP) are not the only, but an important emitter of 

NOX worldwide. Even though the total share of NOX emissions in the EU  

declined over the last centuries (cf. Figure 2-1), there is still need and poten-

tial for improvement. This has been implicitly confirmed in 2017 by the  

revised BREF-LCP that lowers the limits for NOX emissions of LCP again 

(Lecomte et al. 2017). Large combustion plants are in the following defined 

as primarily fossil fuel burning plants with a capacity of 50 MW or more. Not 

all, but a majority of LCP belong to the energy sector (Lecomte et al. 2017). 

Therefore, this sector is in the focus of this chapter and the whole work. 

 

Figure 2-1: NOX emissions of the EEA-33 countries per sector between 1990 and 2016  

(European Environment Agency 2018a).   

0

10

20

1
9

9
0

1
9

9
1

1
9

9
2

1
9

9
3

1
9

9
4

1
9

9
5

1
9

9
6

1
9

9
7

1
9

9
8

1
9

9
9

2
0

0
0

2
0

0
1

2
0

0
2

2
0

0
3

2
0

0
4

2
0

0
5

2
0

0
6

2
0

0
7

2
0

0
8

2
0

0
9

2
0

1
0

2
0

1
1

2
0

1
2

2
0

1
3

2
0

1
4

2
0

1
5

2
0

1
6

N
O

X
em

is
si

o
n

s 
in

 M
t

Waste Road transport

Other Non-road transport

Industrial processes and product use Energy use in industry

Energy production and distribution Commercial, institutional and households

Agriculture



2  Nitrogen Oxide Emissions from Large Combustion Plants 

12 

NOX emissions from LCP can be reduced by primary or secondary emission 

reduction techniques. Primary techniques influence the combustion process 

directly in order to avoid or reduce the formation of NOX. Secondary measures 

are techniques that clean the flue gas by reducing existing NOX particles to 

nitrogen (N2) and oxygen (O2). 

In the following, the basic characteristics of NOX including their formation will 

be investigated and an overview of available abatement techniques will be 

provided. Furthermore, the political landscape including existing types of pol-

icy instruments and an overview of the legislation worldwide with regard to 

NOX emissions of the energy sector will be provided.1 

2.1 Characteristics and Formation of NOx 

Atmospheric nitrogen is usually present as N2 with a strong triple bond. It is 

chemically inert and needs energy to break into elementary nitrogen, which 

then reacts with oxygen to form nitrogen oxides (Kolar 1990). The group of 

nitrogen oxides is displayed in Table 2-1. The most relevant compounds in the 

following are NO and NO2 as they are primarily formed during combustion 

(Kolar 1990). NO2, which is predominantly formed of NO in ambient air is a 

red-brown or purple gas with a characteristic ozone-like smell (Kolar 1990). 

The following section introduces the environmental impacts of NOX emissions 

and explains the formation mechanisms, which are relevant for the under-

standing of the functional principles of emission abatement technologies. 

Furthermore, the impacts of plant design and operation, including the  

increasing flexibility demand caused by fluctuating feed-in of renewable  

energy will be assessed. 

                                                                    
1  Parts of this chapter have previously been published in Mayer et al. (2015), Mayer et al. 

(2016), Mayer et al. (2017) and TFTEI (2015a). 
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Table 2-1:  Oxides of nitrogen (Kolar 1990). 

Chemical notation Name Oxidation number 

N2O Nitrous oxide (laughing gas) +1 

NO Nitrogen monoxide +2 

N2O3 Dinitrogen trioxide +3 

NO2 Nitrogen dioxide +4 

N2O4 Dinitrogen tetroxide +4 

N2O5 Dinitrogen pentoxide +5 

NO3 Nitrogen trioxide +6 

N2O6 Dinitrogen hexaoxide +6 

 

2.1.1 Environmental and Health Effects  
of NOx Emissions 

US EPA (1998) summarizes the most important impact categories and mech-

anisms of NOX concerning humans and the environment as listed below. The 

information is confirmed and further detailed by Kolar (1990), Reis (2010), 

UNECE (2015a) and Wellburn (1997). Most important references regarding 

this subject are about 20 to 30 years old when research aimed at understand-

ing the impacts of air pollution in detail. Even though the references are  

rather old, they are still valid and cited in more recent literature.  

Ground-level Ozone (Smog):  NOX and volatile organic compounds (VOC) react 

in the presence of heat and sunlight. The resulting ozone may damage lung 

tissue and reduce lung function. Ozone can also damage vegetation and  

reduce crop yields (Kolar 1990; US EPA 1998). 

Acid Rain: NOX and sulfur dioxide (SO2) react with other substances in the air 

to form acids, which fall to earth as acid rain (as well as acid fog, snow, or dry 

particles). Acid rain causes lakes and streams to become acidic and unsuitable 

for many fish. It further damages forests and causes deterioration of cars, 

buildings and historical monuments (Singh and Agrawal 2008; US EPA 1998). 
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Water Quality Deterioration: Increased nitrogen loading in water bodies  

upsets the chemical balance of nutrients used by aquatic plants and animals.  

Additional nitrogen accelerates eutrophication, which leads to oxygen deple-

tion and reduces fish and shellfish populations (Helsinki Commission 2005; 

US EPA 1998). 

Toxic Chemicals: NOX reacts with common organic chemicals in the air to form 

a wide variety of toxic products, some of which may cause biological muta-

tions. Examples are the nitrate radical, nitroarenes, and nitrosamines (US EPA 

1998). 

Global Warming: Nitrous oxide is a greenhouse gas. It accumulates in the  

atmosphere with other greenhouse gases and contributes to climate warming 

(Lammel and Graßl 1995; US EPA 1998). 

Particles: NOX can react with ammonia, moisture, and other compounds to 

form nitric acid vapor and related particles. These particles affect the respir-

atory system, may damage lung tissue and cause premature death. Small par-

ticles penetrate deeply into sensitive parts of the lungs and can cause or 

worsen respiratory and/or heart diseases (Gurjar et al. 2010; US EPA 1998). 

Visibility Impairment: Nitrate particles and nitrogen dioxide can block the 

transmission of light and may reduce visibility in urban and other polluted 

areas (Kolar 1990; US EPA 1998). 

2.1.2 Formation Mechanisms 

Nitrogen oxide formation during combustion processes is caused by two 

sources of nitrogen. The nitrogen bound in the fuel and the nitrogen in the 

combustion air can be oxidized according to the reaction paths presented in 

the following. Detailed information regarding the reactions, reaction kinetics, 

and influencing factors are provided in industrial combustion literature, such 

as Joos (2007), Kolar (1990), Möller (2003), Schnelle et al. (2016) and Warnatz 

et al. (2006).  
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The mechanisms described in the subsections below explain the formation of 

NO, which is directly formed in combustion processes and thus defined as a 

primary pollutant. A part of this NO further reacts to NO2 according to eq. 

(2-1), forming the secondary pollutant NO2 (Möller 2003).  

2NO + O2
          
→  2NO2 (2-1) 

This reaction starts directly after the formation of NO in the boiler. Therefore, 

a rate of 5 to 10 % of NOX emissions of a power plant is NO2 (Möller 2003). 

Outside the plant, the reaction continues until the majority of NO is oxidized 

to NO2 (Möller 2003). Therefore, the total nitrogen oxide emissions are usu-

ally summarized as NOX, while the emission value for industrial sources is per 

definition calculated as NO2 in most regions/regulations (Möller 2003; UNECE 

2013). The conversion rate between the mass-based emission values of NO 

and NO2 is 1.53, which accounts for the relation between the molecular 

weights of NO2 and NO. 

2.1.2.1 Thermal NOX (Zeldovich Mechanism) 

The thermal NOX mechanism requires, as the name implies, comparably high 

temperatures and is further enforced by high oxygen contents (Joos 2007). 

According to Möller (2003) temperatures above 1000 K are required to 

achieve the necessary activation energy for the reaction. Equations (2-2) to 

(2-4) display the three basic reactions of thermal NOX formation. It was first 

published in Zeldovich (1946) and is thus also named Zeldovich mechanism 

(Joos 2007; Möller 2003; Warnatz et al. 2006). As molecular nitrogen and  

oxygen (N2, O2) do not react directly, the presence of radicals is necessary for 

these reactions (Kolar 1990). The actual reactions in the combustion chamber 

are more complex and include several more subreactions. More details are 

provided in e.g. Kolar (1990). Yet, for the general understanding of this for-

mation mechanism and how the NOX formation can be influenced by tech-

nical measures, these basic reactions are sufficiently detailed. 
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O + N2
          
→  NO + N (2-2) 

N + O2
          
→  NO + O (2-3) 

N + OH
          
→  NO + H (2-4) 

Based on the chemical characteristics of the reaction, there are three alter-

natives to reduce the NOX formation according to this mechanism: 

 Reducing the number of nitrogen molecules (N2) 

 Reducing temperature 

 Reducing the availability of oxygen radicals (O) (Joos 2007). 

According to Joos (2007) and Warnatz et al. (2006), the estimation or simula-

tion of available oxygen radicals is difficult and often defective, as the local 

situation in the flame front may differ from the equilibrium.2 This makes a 

mass-balancing and thus a reasonable estimation of NOX emissions without 

detailed knowledge of the local combustion conditions practically impossible 

(Joos 2007). 

2.1.2.2 Prompt NOX (Fenimore Mechanism) 

An alternative reaction path is based on the reaction products of CH-radicals, 

which occur plenty in high fuel concentrations with few oxygen radicals. The 

CH-radicals react with the nitrogen in the ambient air forming HCN (hydrogen 

cyanide) which then reacts in several steps to NO (cf. eq. (2-5)) (Joos 2007). 

CH + N2
          
→  HCN + N… 

↗

↘

NO

N2
 (2-5) 

This reaction, first described by Fenimore (1979), is characterized by its fast 

devolution, which means that the residence time is hardly relevant and thus 

                                                                    
2  Joos (2007) mentions up to factor 10 higher concentrations of O radicals in the flame front 

compared to the equilibrium concentration. 
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explains the designation ‘prompt NO’ (Joos 2007). Because of the formation 

being based on the existence of a radical (CH), it is in this case even more 

difficult to calculate the resulting amount of NO than it is for thermal NO 

(Warnatz et al. 2006).  

2.1.2.3 Conversion of Fuel-bound Nitrogen 

The third important mechanism of NOX formation converts the nitrogen con-

tent of the fuel. Heavy fuel oils and coals contain about 1 % of nitrogenous 

compounds (Joos 2007; Warnatz et al. 2006). Under approximately stoichio-

metric combustion conditions, this nitrogen is almost completely oxidized to 

NO, via several intermediates and oxidation steps (Joos 2007).3 In an air-rich 

environment, the oxidation rate is lower, about one-third of the nitrogen  

reacts to N2. In case of an air-lean environment, the direct formation of NO is 

reduced as well, however, the formation of other compounds such as HCN or 

NH3 (ammonia) that react to NO in the atmosphere is enforced (Joos 2007). 

2.1.2.4 Nitrous Oxide (N2O) Mechanism 

The three mechanisms described above are the most relevant for industrial 

combustion facilities. Another mechanism analogous to the thermal NOX 

mechanism is based on the formation of nitrous oxide (N2O). It was first pos-

tulated by Wolfrum (1972), more details are provided by e.g. Warnatz et al. 

(2006). In contrast to the thermal NOX mechanism, it requires a comparably 

high pressure and is thus more relevant for gas turbines or other high-pres-

sure applications that are not in the scope of this work (Joos 2007). 

2.1.2.5 Total NOx formation 

Figure 2-2 displays the interaction between the three most relevant NO  

formation mechanisms, depending on the temperature. Increasing tempera-

ture leads to significant increases of NO formation, which indicates a first  

                                                                    
3  A more detailed description is provided in Möller (2003). 
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important strategy for primary NOX abatement, the reduction of (peak) com-

bustion temperatures. Further reduction strategies will be discussed in more 

detail in 2.2.1. 

 

Figure 2-2:  NOX formation caused by the three predominant formation mechanisms depending 

on the temperature  (OECD (1993) quoted in Wiatros-Motyka and Nalbandian- 

Sugden (2018)). 

2.1.3 Effects of Plant Design and Operation Strategy 

As discussed above, NOX formation in combustion processes depends on sev-

eral complex mechanisms. Therefore, it can be significantly influenced by con-

trol and regulation of the combustion process itself. Furthermore, modified 

operating schemes with regard to increasing production flexibility need to be 

investigated regarding their influence on the NOX formation processes. 

Startup and shutdown cycles become shorter and more frequent and part 

load operation is required to regulate demand fluctuations. The effects of 

these modified operating conditions with regard to NOX formation will be  

analyzed in the following. 
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2.1.3.1 Plant Design and Operation 

The plant design and particularly the burner and boiler design influence the 

NOX formation significantly. Wiatros-Motyka and Nalbandian-Sugden (2018, 

16-18) mention several relevant design aspects with regard to coal-fired com-

bustion plants. They state that e.g. wet bottom boilers operate at higher tem-

peratures that lead to higher NOX formation levels. Tangential firing systems 

generally produce less NOX than cyclone, U- or wall-fired burners, assuming 

the same coal input, as the nitrogen content of the coal also influences the 

formation processes (particularly fuel NO). More details regarding NOX for-

mation in natural gas combustion are provided in Löffler et al. (2006). A broad 

overview of plant configurations and resulting NOX levels is impossible due to 

the manifold types of configurations, burners, and coals in use. Therefore, a 

careful selection of an appropriate reference plant is recommended if NOX 

levels of new plants shall be derived of comparisons with existing plants. 

Regarding operation, two major aspects influence the NOX emissions of a 

plant. First, the combustion operation and control influences the formation 

of NOX as described above and in 2.2.1. Furthermore, the operation and con-

trol of secondary NOX abatement installations are of relevance, as the chem-

ical processes of NOX abatement also require a precise control of several phys-

ical parameters such as temperature, residence time, etc. More details will be 

provided in 2.2.2 and 2.2.3. 

2.1.3.2 Part Load Operation 

According to the formation mechanisms of NOX, lower emission levels can be 

expected in case of lower load operation due to reduced combustion temper-

atures. Older references such as Baumüller et al. (1987) and Blakeslee and 

Burbach (1973) confirm this theory. Newer references, however, show ap-

proximately constant emissions across different load levels. Examples are 

provided in Brandwood (9/27/2018), Coombs et al. (2004), Kather et al. 

(1997) and Kather et al. (2013).  
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A possible explanation is the dissemination of primary NOX reduction 

measures and a more and more advanced combustion control. Baumüller et 

al. (1987), as well as Coombs et al. (2004), show that primary NOX abatement 

systems operate more efficiently under design conditions (i.e. at full load) 

than in part load operation. Furthermore, secondary abatement techniques 

can be controlled rather precisely in order to achieve a certain emission level 

independently of the load level.  

Consequently, if no detailed data is available, it is considered reasonable to 

assume that the lower formation rate at lower load levels is compensated by 

the lower efficiency of combustion and/or the down-regulation of secondary 

emission control systems, not only for solid but also for liquid and gaseous-

fueled plants. 

Furthermore, particularly coal-fired plants are restricted regarding the mini-

mum load level for continuous operation. According to Schroeder (2017), a 

typical limitation for conventional coal-fired plants4 is a minimum load level 

of about 40 % full load. This minimum is caused by the comparably high nec-

essary temperatures for safe combustion. Below this level, liquid or gaseous 

fuels have to be burnt additionally in order to support the combustion. In 

practice, this is avoided in continuous operation and used for startup and 

shutdown only. Liquid and gaseous fueled plants are more flexible, yet their 

flexibility may be limited as well, for example by the required temperature 

level for emission control measures (Schroeder 2017). 

                                                                    
4  Conventional plants are here defined as plants that are not specifically designed and  

controlled for low load operation as described in Schroeder (2017). 
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2.1.3.3 Startup and Shutdown Cycles 

Startup and shutdown processes differ a lot, depending on the combustion 

system, fuel, size of the plant, type of start5, etc. Tomei (2015) mentions a 

typical startup time for large coal-fired plants of 4 to 6 hours, with deviations 

in both directions. Regarding the startup of NOX abatement, Kokopeli et al. 

(2013) describe even longer times, especially for SCR6 systems. Furthermore, 

the number of startups per year differs a lot among different plants. An aver-

age number for large coal-fired plants in the USA in 2011 and 2012 was 10 

starts per year. Some plants, however, conducted up to 100 starts per year 

(Kokopeli et al. 2013). 

Figure 2-3 displays one startup, operation and shutdown cycle and the corre-

sponding stack emissions of an exemplary coal-fired plant according to Kather 

et al. (2013). It shows a massive increase in NOX emissions (up to 900 mg/Nm³) 

during startup, while the emissions during continuous operation fluctuate 

around 100 mg/Nm³. The shutdown also displays increasing NOX emissions, 

yet at a far lower level than during startup. The DeNOX system (SCR) is auto-

matically controlled during startup and operation depending on the temper-

ature of the catalyst (Kather et al. 2013). 

This example provides interesting insights regarding the exemplary installa-

tion, yet it is not sufficient to draw general quantitative conclusions thereof 

for a variety of plants. As mentioned already, further literature is scarce.  

Biofuelwatch (2014) provides an overview of publications regarding startup 

and shutdown emissions of power plants. Several of the listed publications 

focus on dioxin or other toxic emissions. Only two studies with a special em-

phasis on NOX are mentioned: Bivens (2002) and Kokopeli et al. (2013). 

                                                                    
5  Plant operators differ between hot, warm, and cold starts, depending on the time between 

shutdown and new start. Kokopeli et al. (2013) define for coal-fired plants: hot start: offline 

for 24 hours or less, warm start: offline for 25 - 119 hours, cold start: offline for > 120 hours. 
6  SCR: Selective Catalytic Reduction. This secondary NOX abatement technique will be intro-

duced in detail in section 2.2.2.  
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Figure 2-3:  Thermal power and the related emissions over time during startup and shutdown 

of a coal-fired combined-cycle plant (Kather et al. 2013) [tp: thermal power]. 

Kokopeli et al. (2013) focus on the time between the beginning of operation 

and the stabilization of NOX emission levels, yet without mentioning the total 

amount of emissions generated during this time. Bivens (2002) investigates 

gas turbine plants and is thus of limited use for this work. However, it con-

firms the difficulty to estimate, measure, control and regulate emissions dur-

ing startup and shutdown. These difficulties are based on several reasons with 

most of them corresponding to the complex physical and chemical combus-

tion and emission formation processes that are affected by an unmanageable 

number of influences. The author states that the derivation of startup emis-

sion estimations by multiplying the operating emissions by “mythical emission 

factors (…) is a perfect example of making up numbers and should be consid-

ered unacceptable because it is fundamentally unsound” (Bivens 2002, p. 13).  
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Even though this statement is made in the context of operation permitting, it 

emphasizes the difficulty to forecast startup and shutdown emission values. 

Nevertheless, the author confirms that the consideration of (measured) emis-

sion data for startups and shutdowns is important to evaluate the plant per-

formance for longer periods. Therefore, average values may be assumed for 

the estimation of annual emission values that are expected to be more relia-

ble than the forecasting of emissions for one single startup (Bivens 2002). 

Consequently, analyzing the scheduled operation of a considered plant during 

the early stages of investment planning is recommended. If exceptionally 

many startup and shutdown cycles are envisaged, it may be reasonable, if not 

necessary, to analyze these processes in more detail and consider the corre-

lating emissions. 

2.2 NOx Control Techniques 

Emission abatement installations in industrial combustion plants can be clas-

sified in two main categories: Primary measures avoid or reduce the for-

mation of pollutants during combustion. Secondary measures reduce the 

amount of pollutants in the flue gas via flue gas treatment, before emitting it 

into the environment (end-of-pipe-technologies). While the general defini-

tion stands for various pollutants, the following chapters provide an overview 

of the relevant techniques for NOX emission abatement. After a brief intro-

duction on primary measures, the two most important secondary measures, 

Selective Catalytic Reduction (SCR) and Selective Non-Catalytic Reduction 

(SNCR) will be presented. Finally, an outlook considering emerging techniques 

as well as an overview of abatement potentials will be provided. Further  

information about the technologies, their characteristics, fields of application 

and techno-economic evaluations are available in various scientific publica-

tions and reference documents of political or administrative entities.  



2  Nitrogen Oxide Emissions from Large Combustion Plants 

24 

Some examples are the documents of Beckmann (2011), Ebeling (1999), 

Lecomte et al. (2017), Falcone Miller and Miller (2010), Kolar (1990), Rentz 

(1979), Rentz et al. (1999) and US EPA (2016). 

2.2.1 Primary Measures 

Primary measures reduce the formation of pollutants; hence, they aim at  

establishing conditions that are unfavorable for the formation mechanisms 

described in chapter 2.1.2. Lani et al. (2008) mention the ‘three T’ of combus-

tion: temperature, time and turbulence as critical influencing parameters. 

The flame temperature, the residence time at a certain temperature and the 

degree of fuel/air mixing influence the NOX formation massively (Lani et al. 

2008). Complemented by the influence of the nitrogen content of the fuel and 

the quantity of excess air, four promising NOX abatement strategies, summa-

rized in Table 2-2, can be derived (Joos 2007). 

Table 2-2:  Overview of measures aiming at reducing NOX formation in large industrial com-

bustion processes (adapted from Joos (2007) and Warnatz et al. (2006)). 

Measure 
Targeted 

mechanism 
Technical abatement principal 

Reducing peak temperatures Thermal NOX 
Flue gas recirculation 

Staged combustion 

Reducing oxygen content Fuel NOX 
Flue gas recirculation 

Staged combustion 

Reducing fuel-bound nitrogen Fuel NOX Fuel switch 

Reducing residence time in hot 

and O2-rich environment 
Thermal NOX 

Efficient dilution and ventilation 

Pre-combustion mixture (fuel + air) 
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The technical principles described above have been transferred in several pri-

mary NOX emission control techniques as described in the following. One  

important technique is the staged combustion (air staging). It separates two 

combustion zones: a lean-air zone with lower temperature (due to incom-

plete combustion) and limited availability of oxygen (due to over-stoichio-

metric conditions) followed by a zone with excess air that enables complete 

combustion while ensuring short residence times and fast cooling due to effi-

cient dilution and mixing (Joos 2007). This approach is also called OFA (over 

fire air) and is often used in combination with Low-NOX-Burners (LNB) (Lani et 

al. 2008).  

The flue gas recirculation lowers the maximum temperatures by dilution and 

cooling with inert combustion products. The pre-combustion mixture of fuel 

and air facilitates the desired combustion reactions and avoids local zones of 

insufficient mixing that may cause undesired reactions (Joos 2007; Kolar 

1990). 

The principle of fuel staging is similar to the air staging approach. The fuel is 

injected into the boiler at different positions. Thereby, different combustion 

zones are created as displayed in Figure 2-4. The primary combustion zone is 

located close to the bottom of the boiler. The majority of the fuel is injected 

and burned in this zone in a stoichiometric or over-stoichiometric environ-

ment. The NOX formed in this environment is then reduced in the reburn or 

reduction zone. In this second zone, additional fuel (typically 10 to 25 % of 

the total fuel input) is injected and creates a fuel rich environment (Lani et al. 

2008). High temperatures and a lack of oxygen in this zone, lead to a reduction 

of NO to N2 in this zone. In the third zone (burnout zone) additional air is 

added in order to complete the combustion at lower temperatures (Lani et al. 

2008; Zabetta et al. 2005). 
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Figure 2-4:  Combustion zones with fuel staging (Zabetta et al. 2005). 

Low-NOX Burners (LNB) control the mixing of fuel and air following the princi-

ples described in Table 2-2 and in particular those of staged combustion. 

Therefore, both flame temperature and oxygen concentration during partic-

ular phases of combustion are to be reduced, in order to reduce thermal NOX 

and fuel NOX production (Lani et al. 2008).  

Apart from these basic techniques, there are several more approaches men-

tioned in literature, such as burners out of service (BOOS) or biased burner 

firing (BBF) (Kolar 1990). These approaches, however, are based on the same 

principles and mechanisms as those described above, they are just different 

technical implementations and will hence not be discussed in further detail in 

this work. 
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2.2.2 Selective Catalytic Reduction (SCR) 

The selective catalytic reduction (SCR) is the best performing technique in 

terms of NOX reduction rates and hence the most popular NOX control tech-

nique on a global scale (Sloss 2017). At the same time, it is the most complex 

and cost-intensive technique. More details about its structure and function-

ality, necessary components and possible configurations will be presented in 

the following. 

2.2.2.1 System, Components and Configuration 

The principle of an SCR is to reduce NOX by oxidation of ammonia. Therefore, 

a reagent is injected into the flue gas upstream of a catalyst unit, which is 

integrated into the flue gas processing. NOX conversion takes place on the 

catalyst surface, usually at temperatures between 300°C and 450°C (Lecomte 

et al. 2017).7 The catalyst allows reduction at a lower and broader tempera-

ture range than the thermal reduction without catalyst (cf. SNCR). Equations 

(2-6) to (2-8) display the chemical reactions between NO, NO2, and ammonia 

(NH3), which is commonly used as reagent (Schultes 1996; US EPA 2016).8  

2NO + 2NH3 +
1

2
O2

 catalyst 
→     2N2 + 3H2O (2-6) 

2NO2 + 4NH3 + O2
 catalyst 
→     3N2 + 6H2O (2-7) 

6NO2 + 8NH3
 catalyst 
→     7N2 + 12H2O (2-8) 

An SCR system consists of several components. The two most basic units are 

the injection unit and the catalyst unit. Furthermore, various auxiliary com-

ponents are needed, depending on the design of the installation. Examples 

                                                                    
7  Depending on the type of catalyst/configuration used, wider temperature ranges of 170 °C 

to 510 °C may be possible (Lecomte et al. 2017).  
8  The detailed reaction kinetics are very complex with more than 30 subreactions to be con-

sidered for modeling the abatement behavior of NOX (Schultes 1996). 
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are reagent storage and transport systems, a flue-gas reheating unit, and  

additional fans to overcome the pressure drop of the flue gas caused by the 

catalyst unit (a more detailed overview is provided by US EPA 2016). 

The need for and design of such additional components, as well as other  

operating parameters of an SCR, depend on the configuration of the flue gas 

processing system of the plant. Figure 2-5 illustrates the three most common 

configurations, the high-dust, low-dust, and tail-end system. 

In the high-dust configuration, the SCR reactor is located upstream of the ESP 

and FGD9 (or different particulate and SOX removal installations). The catalyst 

is therefore exposed to fly ash and chemical compounds in the flue gas. 

Therefore, catalyst erosion and poisoning may occur (cf. section 2.2.2.3 and 

Wiesel et al. 2017). These issues can be addressed by proper design; never-

theless, this configuration is particularly suitable for installations with compa-

rably clean fuels (Falcone Miller and Miller 2010).10  

The low-dust configuration consists of the SCR reactor located downstream 

of the ESP but upstream of the FGD. Hence, the degradation of the catalyst 

by fly ash erosion is reduced, yet it requires a costly hot-side ESP or a flue gas 

reheating system to maintain the optimum operating temperature for the 

SCR (Falcone Miller and Miller 2010). In the tail-end configuration, the SCR 

reactor is installed downstream of both ESP and FGD unit. It is frequently used 

in retrofit installations with space limitations and it may reduce overall cata-

lyst cost. However, this configuration is typically more expensive than the 

high-dust configuration due to flue gas reheating requirements (Falcone  

Miller and Miller 2010). 

 

                                                                    
9  ESP: electrostatic precipitator; FGD: flue gas desulfurization. 
10  Municipal waste, biomass, and some coals are fuels that may contain catalyst poisoning  

elements. They are thus less appropriate for a high-dust configuration. 
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Figure 2-5:  SCR configuration with typical system temperatures: (a) high-dust SCR, (b) low-dust 

SCR, (c) tail-end SCR (cf. Schreifels et al. 2012) [ESP: electrostatic precipitator; FGD: 

flue gas desulfurization]. 
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Multiple issues need to be considered when designing SCR systems, such as 

fuel characteristics, catalyst and reagent selection and process conditions 

(Falcone Miller and Miller 2010). More information on several of these  

aspects will be provided in the following sections.  

2.2.2.2 Reagent 

US EPA (2016, 2-37) provides a detailed overview of the different reagents 

and their advantages and disadvantages. The most common reagents in use 

are ammonia (NH3) and urea (CH4N2O). The reaction equations have been 

provided in section 2.2.2.1.  

Ammonia is available as aqueous or anhydrous ammonia. Anhydrous ammo-

nia is a gas at atmospheric temperature and consists of nearly pure ammonia. 

It is transported and stored under pressure and classified as hazardous mate-

rial that usually requires special permits and safety measures (US EPA 2016). 

Aqueous ammonia is commonly transported and stored at a concentration of 

29.4% ammonia in water. Its use reduces the safety effort, yet it requires 

more storage capacity and higher transportation costs due to the high share 

of water (US EPA 2016). Urea has the lowest safety requirements and a lower 

price than anhydrous or aqueous ammonia, yet it needs special on-site equip-

ment to hydrolyze or decompose it into NH3 before injection into the flue gas 

(US EPA 2016).  

The type of reagent in use affects capital and operating costs. More cost rel-

evant information will be provided in the calculation methodology in chapter 

4.4.2.2. The most important selection criteria according to Heide (2012b) are 

availability, transport, storage, and costs as well as procedural aspects with 

regard to e.g. temperature and degree of mixing in the flue gas.  
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2.2.2.3 Catalyst and Catalyst Management 

SCR catalysts may consist of various materials in manifold structures. A  

detailed overview would exceed the scope of this work. Common geometries 

are honeycomb or plate catalysts (Lecomte et al. 2017; Falcone Miller and 

Miller 2010). Catalysts usually consist of a ceramic or base metal carrier a bar-

rier sheet and an active layer of metal oxides (e.g. V2O5, WO3, TiO2) (Falcone 

Miller and Miller 2010; Kolar 1990; Olsen et al. 2017; US EPA 2016).  

Over time, all types of catalysts are deactivated by different mechanisms. The 

most influential parameters with regard to catalyst deactivation are the SCR 

system configuration (high-dust, low-dust or tail end) and the fuel 

characteristics. Of particular relevance regarding the fuel are the contents of 

alumina (Al2O3), ash, calcium (Ca), potassium (K), silica (SiO2), sodium (Na), 

and sulfur (S) (Schreifels et al. 2012). The catalyst degrading mechanisms are 

erosion, plugging, poisoning, sintering and fouling. More details are provided 

in Schreifels et al. (2012) and Zheng et al. (2005). Particular substances and 

physical conditions that lead to catalyst deactivation and should thus be 

avoided are listed in Wiatros-Motyka and Nalbandian-Sugden (2018). 

The deactivation of catalyst causes two major problems. The NOX reduction 

rate decreases and at the same time, the amount of reagent that leaves the 

plant as such increases. This so-called ammonia slip enforces fouling and 

corrosion within the installations of the plant and is harmful to the 

environment when leaving the stack (Lecomte et al. 2017). Furthermore, the 

ammonia contaminates the fly ash, which is usually sold as by-product  

of (coal) combustion. Therefore, the ammonia slip is limited by local autho-

rities via the operating permit and by contracts with the fly ash consumers 

(Wiesel et al. 2017). 

Due to the complex degradation mechanisms and the strict limits for ammo-

nia slip, an appropriate catalyst management is required in order to ensure 

reliable and cost-efficient use of the catalyst. According to Maier (2010), 

proper catalyst management should include: 
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 “Flue gas monitoring with respect to SO2 and NOX upstream and 

downstream of the DENOX reactor, dust, temperature, CO and the 

like.(…) An increase in NOX downstream of the DENOX reactor is a 

strong indicator for decreasing performance of the catalyst and (…) 

compensated automatically by an increase of ammonia injection (…). 

 Ammonia-in-fly-ash measurement which is recommended to be  

analysed on a daily base (…). Due to ongoing exhaustion of the cata-

lysts ammonia injection has to be increased and consequently  

increases the ammonia slip, which is detected by ammonia analyses 

of the fly ash (…). 

 Activity checks are recommended to be performed once a year cov-

ering all layers of catalyst installed. The laboratory check (…) of the 

catalyst material (…) provide[s] a clear image of the catalyst status 

and enables the operator (…) to learn about the possible mechanisms 

of catalyst deactivation (…). 

 Flue gas tracking is recommended once a year by determining the 

NOX and NH3 distribution downstream the SCR reactor to assure a 

proper distribution and to minimise the NH3 slip behind the SCR. If 

necessary, the NH3 injection grid has to be adjusted to equalise the 

NOX pattern (…). 

 At least once a year (…), the reactor should be visually inspected to 

recognise problems due to mechanical damage or flue gas/ash  

improper distributions at an early stage.” (Maier 2010) 

Figure 2-6 displays an exemplary catalyst management plan. It starts with 

adding an additional layer as soon as the ammonia slip is close to the thresh-

old of 2.0 ppm for the first time. Afterwards, the existing layers are replaced 

successively every time the ammonia slip approaches the threshold.  

A common alternative to replacing exhausted catalyst with new catalyst is the 

regeneration of the catalyst. The regeneration process typically consists of 

two steps, the washing of the catalyst, i.e. the mechanical and/or chemical 
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removing of fly ash and other deposits11 and the reactivation of the catalyst 

using chemical solutions of active materials (McMahon 2006). A successful 

catalyst regeneration renews the activity up to between 90 % and 100 % of 

the activity of the original catalyst (Maier 2010). 

 

Figure 2-6:  Exemplary catalyst management plan (US EPA 2016). 

According to Maier (2010) catalyst regeneration has several advantages. It 

avoids increasing pressure drop that occurs when a new catalyst layer is 

added to maintain the necessary abatement efficiency because of  

deactivation of existing layers. It further reduces disposal costs for exhausted 

catalysts, which are often treated as hazardous waste, and the cost of regen-

eration is considerably lower than the cost of new catalyst (Maier 2010).  

                                                                    
11  Depending on the fuel and combustion specifications, there are different compounds in the 

flue gas that may physically block or chemically poison the catalyst. This is especially critical 

in the case of biomass co-firing. More details are provided for example in Olsen et al. (2017). 
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The regeneration of catalysts and their protection against fouling elements 

and erosion is still an area of ongoing research and development. The most 

important developments over the last decades and during recent years are 

summarized in Olsen et al. (2017) and Wiesel et al. (2017).  

2.2.2.4 Operation 

An SCR system can be operated year-round or only in the ozone season in the 

summer months (US EPA 2016). For LCP, the emission limits in most parts of 

the world are comparably tight, so that year-round operation can be consid-

ered the regular case.12 The operating scheme of the overall plant primarily 

influences the operation of an SCR by causing variations of the flue gas tem-

peratures in case of part load operation. Old references such as Farwick and 

Rummenhohl (1993) and Rimmelspacher (1986) mention a minimum part 

load level of 40 % to 50 % that still allows SCR operation. Below this level, the 

flue gas needs to be preheated in order to enable the chemical reactions in 

the catalyst. 

Newer installations might be slightly more flexible with regard to the temper-

ature range of the flue gas due to specifically adapted catalysts. Yet the order 

of magnitude can be expected to be still valid, as confirmed by recent publi-

cations of Olsen et al. (2017) and US EPA (2016) that mention a recommended 

flue gas temperature of about 300 to 400°C at the catalyst. The influence of 

startup and shutdown cycles on SCR systems depends a lot on the fuel, com-

bustion and boiler technology and size of the plant. Large coal-fired boilers 

may need 2 to 6 hours until the SCR becomes operational, in certain cases 

even up to 20 hours (Kokopeli et al. 2013). This may significantly influence the 

total NOX emissions of a plant, particularly if startup and shutdown cycles  

become more frequent.  

                                                                    
12  Due to the high investment for SCR systems, a seasonal operation becomes very unlikely, 

particularly as well-performing SNCR installation are available, which are significantly cheaper 

and can be expected to be sufficient for regions with higher emission limits. 
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2.2.3 Selective Non-Catalytic Reduction (SNCR) 

The SNCR technology is less complex than SCR, as the chemical reduction of 

NOX is based on a thermal reaction without catalyst. Otherwise, the chemical 

reactions (cf. eq. (2-6) to (2-8)) and the procedural principle remain the same. 

Higher reaction temperatures are necessary in order to enable the reaction 

between the reagent and the NOX particles. Hence, the reagent is injected 

directly into the boiler at a flue gas temperature between 900 and 1050°C 

(Schultes 1996). 

As reagent, the same substances can be used as for SCR. Due to the direct 

injection into the boiler, the selection of a suitable reagent depends more on 

procedural aspects such as depth of penetration, temperature ratio and  

degree of mixing in the flue gas (Heide 2012b). The chemical utilization rate 

of the thermal reaction between NH3 and NO is a lot lower than for the cata-

lytic reaction (approximately 30 %). This is caused by thermal decomposition 

of the reagent (IEA Clean Coal Centre 2017). Therefore, about two to three 

times the amount of reagent is needed to abate the same amount of NOX 

particles using an SNCR compared to SCR (IEA Clean Coal Centre 2017). 

In order to regulate the reagent injection according to the load level of the 

plant, different injection levels within the boiler are used. This is necessary to 

ensure injection in the optimal temperature range. If the flue gas is too hot, 

the injected ammonia will produce additional NO. In case it is too cold, the 

reduction reaction will not take place and hence cause ammonia slip  

(Wiatros-Motyka and Nalbandian-Sugden 2018). The number and range of  

injection levels determine the load flexibility of the SNCR system (Voje et al. 

1991). Figure 2-7 displays an exemplary SNCR setup.  

Due to its setup, the comparably small temperature range for reaction and 

the difficulty to execute real-time measurements of the physical properties 

of the flue gas at several locations in the processing chain, the SNCR technol-

ogy is particularly prone to ammonia slip and needs to be closely monitored 

and precisely controlled (ICAC SNCR Committee 2008). 
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Figure 2-7:  Process flow scheme of an SNCR system operated with aqueous ammonia  

(Heide 2008).  

2.2.4 Emerging Techniques 

Nowadays, the development of NOX abatement techniques focusses primarily 

on the improving of existing technologies, with particular regard to their effi-

ciency and their robustness against load variations and fuel impurity (Falcone 

Miller and Miller 2010).13 Further progress is being made with regard to multi-

pollutant systems, which abate more than one pollutant and hence reduce 

installation costs and space requirements of flue gas cleaning in general 

(Lecomte et al. 2017). 

                                                                    
13  Fuel impurity becomes particularly relevant with regard to biomass (co-)combustion. 
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A detailed description of emerging techniques in the field of NOX abatement 

would go beyond the scope of this work. Nevertheless, a few references shall 

be mentioned that deliver more detailed and recent information. Apart from 

the BREF LCP (Lecomte et al. 2017), Wiatros-Motyka and Nalbandian-Sugden 

(2018) provide an overview of recently applied techniques with a special  

focus on the situation in India, a country that started comparably recently 

with the implementation of NOX regulation. Sloss (2017) summarizes emerg-

ing techniques with a focus on retrofit installations and multi-pollutant abate-

ment. Goldring and Riley (2016) focus on primary abatement techniques, 

while a detailed description of hybrid SCR/SNCR systems is available in Miller 

(2011). Another detailed, yet slightly older report was developed in 2012 in 

the context of TFTEI (Schulte Beerbühl and Hiete 2012). 

Cost calculations for emerging techniques are highly technology dependent 

and may be complex, particularly in the case of multi-pollutant techniques. 

Therefore, they will not be assessed in further detail in the following, can, 

however, be regarded as an area of future work.  

2.2.5 Abatement Potentials and Costs 

Several references list abatement potentials for NOX control measures. In the 

following, two examples are provided. Table 2-3 lists the fuel-specific abate-

ment potentials of primary and secondary measures according to US EIA 

(2015). The values of other references differ slightly, the order of magnitude, 

however, is usually confirmed.14  

                                                                    
14  Cf. e.g. Lecomte et al. (2017), Goldring and Riley (2016) (the latter for primary measures). 
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Table 2-3: Average emission reduction rates for different types of fuels in large combustion 

plants  (US EIA 2015). 

Nitrogen oxides control technology Coal Oil 
Natural 

gas 
Wood 

Burner out of service (staged combustion) 15% 15% 15% 15% 

Low excess air 15% 15% 15% 15% 

Biased firing (alternative burners) 15% 15% 15% 15% 

Overfire air 25% 25% 25% 25% 

Advanced overfire air 30% 30% 30% 30% 

Low NOX burners 45% 45% 50% 45% 

Fuel reburning 55% 55% 55% 55% 

SNCR 45% 33% 33% 55% 

SCR 80% 80% 85% 80% 

Ammonia injection 63% 56% 59% 68% 

Flue gas recirculation 45% 45% 45% 45% 

Water injection 15% 15% 15% 15% 

Steam injection 15% 15% 15% 15% 

 

Table 2-4 also provides ranges of reduction rates for LCP accompanied by the 

major technical limitations of the techniques. The ranges are comparably 

broad, as the achievable reduction depends not only on the technique but 

also on plant and fuel characteristics, particularly with regard to combustion 

control. 



2.2  NOx Control Techniques 

39 

Table 2-4: Average reduction rates of selected primary and secondary NOx reduction 

measures for large combustion plants  (UNECE 2015a).  

Technique 
Average NOX  

reduction rate* 
Technical limitations/  
process risks 

Low excess air 10-44% Incomplete burn-out 

Air staging (burner out of 
service, biased burner  
firing, overfire air) 

10-70% Incomplete burn-out 

Flue gas recirculation < 20% (coal) 
30-50% (gas + OFA) 

Flame instability 

Reduced air preheat 20-30% - 

Fuel staging 50-60% - 

Air-staged LNB 25-35% Incomplete burn-out 
Flame instability 

Flue-gas recirculation LNB <20% Flame instability 

Fuel-staged LNB 50-60% Incomplete burn-out 
Flame instability 

SCR 80-95% Ammonia slip 
Contamination of fly ash by 
ammonia 
Air heater fouling 

SNCR 30-50% Ammonia slip which is usually 
higher than with SCR 

* If several measures are applied, reduction rates are different 

 

A cost comparison between the techniques will be provided in more detail in 

chapter 4, with a focus on secondary abatement techniques, as the costs of 

primary measures are particularly plant and process specific. A first summary 

is displayed in Table 2-5 that aims at setting the techniques in relation to each 

other, with primary measures causing considerably lower costs than second-

ary measures.  
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Table 2-5:  Costs comparison of common NOX reduction techniques for LCP (cf. European 

Commission 2006; Rentz 1979; Sinha 2016; Sloss 2017; Yelverton 2009). 

Technique  Investment Operating costs 

Primary 

Measures 

Low excess air 

Low Low, sometimes negligible 

Air staging 

Fuel staging 

Flue gas recirculation 

LNB 

Secondary 

Measures 

SNCR  Medium Medium (power, reagent) 

SCR  High 
High (power, reagent,  

catalyst) 

 

2.2.6 Cross-Media Effects 

Emission abatement measures of all kinds may not only influence their target 

pollutants but also other types of pollutants. In this context, direct effects are 

possible as well as indirect effects. Direct effects are the direct increase or 

decrease of other pollutants in the flue gas, e.g. by chemical subreactions. 

Indirect effects consider indirectly emitted pollutants, e.g. caused by the pro-

duction of additional energy or other consumables that are necessary to  

operate the emission control installations. Several exemplary effects for pri-

mary NOX abatement measures are listed in Table 2-6. 
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Table 2-6:  Overview of cross-media effects from primary and secondary NOX abatement in-

stallations (cf. Lecomte et al. 2017). 

Technique Cross-media effect 

Low excess air No information provided 
 

Air-staging CO may be formed and the amount of unburnt carbon-in-ash may 
increase. These drawbacks are limited in the case of boosted OFA 
systems, which enable intensive internal recirculation of flue-gases 
between the different combustion zones. Correctly designed OFA in 
new boilers will not result in high CO or high unburnt carbon. 
Air staging in the furnace may also increase the energy consump-
tion in the case of boosted OFA, which typically requires dedicated 
booster fans. 
 

Flue gas  
recirculation 

FGR addition may slightly modify the heat exchange, with a minor 
increase in boiler flue-gas temperatures, resulting in a slight  
decrease in energy efficiency (e.g. 0.3 percentage points in the  
example plant case). 
Tendency to lead to higher unburnt carbon-in-ash. 
 

Reduction of 
combustion air 
temperature 

Lowering the air preheat temperature results in higher fuel con-
sumption. This can be counterbalanced by e.g. increasing the size 
of the economizer. 
 

Fuel staging When using coal or oil as reburning fuel, nitrogen is present in a 
certain quantity, leading to NOX formation in the burnout zone. This 
drawback can be reduced or avoided by using natural gas. 
 

LNB As the pressure drop in air ducts increases in comparison with 
standard burners, it may result in higher operational expenses. E.g., 
coal pulverization may have to be improved. 
The level of carbon-in-ash may increase. The addition of classifiers 
to the coal mills is an efficient way to counterbalance this problem. 
Modern coal LNB are efficiently designed not to influence the car-
bon-in-ash level. 
LNB may also increase CO generation due to cooler, larger flames. 
This generation will increase at low loads. 
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Literature with regard to cross-media effects of NOX abatement is comparably 

scarce.15 Nevertheless, the BREF LCP (Lecomte et al. 2017) provides a recent 

overview. The most relevant effects of secondary abatement measures are 

summarized in the following. This overview shall not be regarded as an  

exhaustive list, because some more effects may occur depending on the tech-

nical configuration of the plant and its operating strategy. 

For SNCR systems, the most relevant direct cross-media effects are summa-

rized as follows, according to Lecomte et al. (2017): 

 The formation of nitrous oxide (N2O) may be influenced, particularly 

when injecting urea directly into the boilers. To overcome this prob-

lem urea can be injected into the burnout air.  

 NH3 may be released to air, in the case of inhomogeneous reactions 

between NOX and NH3 (ammonia slip). 

 Ammonium sulphates may be formed when sulfur-containing fuels 

such as liquid refinery fuels are in use. 

For SCR systems, the issues summarized below are considered most critical: 

 NH3 may be released to air, in the case of inhomogeneous reactions 

between NOX and NH3 (ammonia slip). 

 Ammonium sulphates may be formed in case of incomplete reaction 

of NH3 with NOX, which are deposited on downstream systems such 

as the catalyst and air preheater and the NH3 concentration in the fly 

ash may increase. This incomplete reaction, however, only occurs in 

the unlikely case of major failures of the SCR system. 

 The reaction from SO2 to SO3 may be enforced. This effect can be 

reduced by advanced catalyst manufacturing (ICAC 2009). 

                                                                    
15  Other emission abatement installations cause a significantly higher cross-media impact and 

are hence better investigated in science and practical publications. 
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 Low load operation can cause problems with maintaining the mini-

mum temperature, which may result in the condensation of ammo-

nium bisulphates (ABS). ABS is a highly acidic and sticky substance 

that can deposit on the catalyst and downstream equipment and 

cause further negative effects (e.g. ammonia slip). 

 The flue-gas pressure drop caused by the catalyst unit requires addi-

tional energy to be offset. Furthermore, in the tail-end arrangement, 

reheating may be needed for the catalyst to reach the minimum  

operating temperature (Lecomte et al. 2017). 

The information above displays that there are hardly any effects, which are 

systemic and can hence not be reduced or avoided by operating management 

and/or technological improvements.  

Secondary pollution is primarily caused by emissions of electricity generation. 

As these emissions occur directly within the considered plant, they shall be 

further assessed in the following (cf. 4.6.4).16 Other secondary emissions, 

caused e.g. by the production of the reagents or catalysts shall not be consid-

ered, as they occur externally and are expected to be considered in the pricing 

of these goods.  

2.3 Environmental Policy Measures 

Various political instruments have been implemented all over the world in 

order to reduce emissions in general and NOX emissions of the energy sector 

in particular. An overview will be presented in the following, aiming at provid-

ing a comparison of international legislation and key drivers for successful 

emission abatement. This information is particularly but not exclusively of  

                                                                    
16  This statement assumes that the plant consumes its own energy, which technically does not 

always have to be the case, but from an economic point of view, it can be considered a rea-

sonable assumption. 
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interest for political entities, especially in developing countries. The national 

regulations of a broad range of countries with regard to NOX emissions of the 

energy sector will be displayed and investigated qualitatively and quantita-

tively. More general information on environmental policy is provided by e.g. 

Baldwin et al. (2012), Böcher (2012), Böcher and Töller (2007), Breun (2016), 

Breun et al. (2012) and Callan and Thomas (2013). 

Beyond ‘standard’ policy discussions, there are new influences such as private 

environmental finance schemes starting to be discussed in literature (cf. 

Langer 2015). Yet, due to lacking practical experience, they will not be con-

sidered in the following.17 

2.3.1 Political Instruments 

Policy Instruments for environmental regulation can be grouped in two to 

four main categories. Command and control measures and economic incen-

tives are the two most important categories (Baldwin et al. 2012; US EPA 

2005). Some references mention a third and fourth category, the so-called 

informational or persuasive instruments (cf. Breun 2016; Michaelis 1996) and 

the cooperative instruments (Böcher 2012; Böcher and Töller 2007). Typical 

examples for informational instruments are labels for customers (e.g. eco- 

labels) or publicly available data sources, such as the data collected by  

national or international PRTR18. Examples of cooperative instruments are 

roundtables, mediation, certifications, and voluntary agreements. Coopera-

tive instruments shall not be regarded in further detail in this work, as they 

are very diverse and sector specific. Therefore, general conclusions are hardly 

                                                                    
17  Major parts of this chapter have already been published in Mayer et al. (2016). Contents of 

this chapter that are not quoted were exclusively prepared by the author of the book at hand.  
18  PRTR: Pollutant Release and Transfer Register. These national or international (e.g. EU) regis-

ters provide easily accessible key environmental data from industrial facilities. According to 

the European Environment Agency (2018b), the register contributes to transparency and pub-

lic participation in environmental decision-making.  
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possible. Informational instruments shall be handled according to the  

approach of US EPA (2005): due to the major economic influence that can be 

caused by customers19, informational instruments are categorized as a sub-

group of economic incentives. The two resulting categories, command and 

control instruments and economic incentives will be introduced below. 

2.3.1.1 Command and Control (C&C) Instruments 

Command and control (C&C) instruments are the most traditional way of set-

ting limitations for the environmental impact of industrial operation. “The  

essence of command and control (…) regulation is the exercise of influence by 

imposing standards backed by criminal sanctions. (…) The force of law is used 

to prohibit certain forms of conduct, to demand some positive actions, or to 

lay down conditions for entry into a sector.” (Baldwin et al. 2012, p. 106). 

A typical example that will be presented in more detail in the following is 

emission limit value (ELV) regulation for the emission of pollutants to air. The 

main advantage of C&C regulation is its general and immediate validity and 

unambiguity (Baldwin et al. 2012). A plant operator or investor knows in  

detail which target values need to be met (sometimes even how they need to 

be met) without facing major uncertainties.20  Moreover, it is a strong instru-

ment for political entities as it is based on the force of law (Baldwin et al. 

2012; Callan and Thomas 2013). It further allows a comparably easy estima-

tion of the environmental effects of regulation, if the considered sector is well 

controlled and monitored.  

Nevertheless, certain sectors (particularly those with many small operating 

entities) are difficult to manage and control and the definition of appropriate 

regulation for all parties involved may be challenging, if not impossible. The 

                                                                    
19  Customers are not exclusively but primarily addressed by this group of instruments. 
20  This does not refer to the uncertainty of changing regulation, but to the economic uncer-

tainty of monetary policy instruments. 
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largest and probably most diverse group of actors are consumers. Further-

more, the agricultural and the transport sector, both characterized by mani-

fold (small) entities,  are difficult and expensive to handle (US EPA 2005).  

An important disadvantage of C&C regulation is the missing incentive to  

improve processes beyond the required limits (US EPA 2005). Therefore, 

starting in the 1980s, an increasing group of politicians and economists pro-

moted the application of economic incentives in order to fortify or replace 

traditional C&C methods (Baldwin et al. 2012; Böcher 2012; Callan and 

Thomas 2013). 

In the context of this work, the group of C&C instruments can be further  

separated in three subgroups: emission and immission limit values and best 

available techniques (BAT). An introduction and a brief assessment will be 

provided in the following.  

2.3.1.1.1 Emission Limit Values 

The most common way to regulate NOX emissions of the energy sector is 

emission limit values (ELV). ELV are set for stack emissions, usually in milli-

gram per normal cubic meter of flue gas (other units such as parts per million 

are used in some parts of the world but are less common). ELV regulations 

are often rather complex – they vary for different fuels, technical configura-

tions, installation capacities, industrial sectors, times of installation, etc. and 

may include various exceptions.  

ELV are typically derived from international air quality standards, so that the 

total industrial activities in a country or region influence the values as well as 

the activities within the regarded sector. The limits can be set by international 

(e.g. EU), national or regional/local authorities (Baldwin et al. 2012). To give 

an example, Table 2-7 lists the limit values in Annex V of the 2012 amendment 

of the so-called Gothenburg Protocol (UNECE 2013) for NOX emissions from 

solid-fueled LCP. 
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Table 2-7: NOX ELV for solid fueled stationary sources in the 2012 Amendment of the 

Gothenburg Protocol (UNECE 2013). 

Thermal input 

(MWth) 
Plant type ELV for NOX (mg/m³) 

50-100 New plants 300 (coal, lignite and other solid fuels) 

450 (pulverized lignite) 

250 (biomass, peat) 

Existing plants 300 (coal, lignite and other solid fuels) 

450 (pulverized lignite) 

300 (biomass, peat) 

100-300 New plants 

 

200 (coal, lignite and other solid fuels) 

200 (biomass, peat) 

Existing plants 

 

200 (coal, lignite and other solid fuels) 

250 (biomass, peat) 

>300 New plants 

 

150 (coal, lignite and other solid fuels) 

150 (biomass, peat) 

200 (pulverized lignite) 

Existing plants 

 

200 (coal, lignite and other solid fuels) 

200 (biomass, peat) 

 

2.3.1.1.2 Immission Limit Values 

Immission limit values are directly based on the idea of compliance with air 

quality standards: a plant needs to prove that it will not cause a noncompli-

ance with air quality standards in the surrounding area. Hence, the total emis-

sions of the plant are relevant as well as the present air quality in order to get 

a permit for operation. Hence, it is an impact-based instrument, which causes 

severe effort, as every plant needs to be regarded separately. Furthermore, 

it creates uncertainty during the planning stage, as investors might not know 

if the plant will get a permit in the designated manner, for example, if the 

immission loads of surrounding sources are not known. In order to assess the 

advantages and disadvantages of emission and immission limit values, Table 

2-8 provides an overview of strengths, weaknesses, opportunities, and 

threats (SWOT) for both, emission and immission limit regulation. 
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Table 2-8: SWOT-analysis of emission and immission limit regulation. 

Strengths Weaknesses 

Emission limits: 

 Transparency for investors and/or 

plant operators 

 Equality and neutrality among  

different regions, companies, etc. 

 Easy to monitor/supervise 

Immission limits: 

 Consideration of local circumstances 

 Possibility to find individual solutions 

 Focus on air quality results in mini-

mum negative influencing of humans 

and the environment 

Emission limits: 

 No incentive for plant operators to 

lower emissions below the ELV 

 Low adaptability towards local, organi-

zational and technical circumstances 

 Complex and detailed regulation 

Immission limits: 

 No incentive for plant operators to 

lower emissions below the limit 

 High management effort 

 Low predictability for investors 

 Difficulty and high effort to measure 

local air quality 

Opportunities Threats 

Emission limits: 

 Achieving national emission ceilings  

by implementing a functioning control 

and penalty mechanism 

 Early announcement of changes in  

regulation enables plant operators to 

react on time and in a technically and 

economically reasonable way 

Immission limits: 

 Focus on achieving air quality stand-

ards throughout the country without 

overburdening industry and economy 

 Reasonable local arrangement of  

emitters can be achieved 

 Support for less developed regions   

Emission limits: 

 Local exceeding of air quality limits, if 

many installations are situated nearby 

 No incentive to set up emitting installa-

tions outside critical regions (i.e. cities) 

 Unexploited abatement potentials if 

ELV are not sufficiently stringent or  

detailed 

Immission limits: 

 Difficulty to reliably forecast local  

immission from emission data 

 Focus might shift from abating emis-

sions to finding a suitable location 

 Unexploited abatement potentials if 

plants are situated in regions with 

good air quality 
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2.3.1.1.3 Best Available Techniques (BAT) 

Another example of C&C regulation is the enforcement of Best Available 

Techniques (BAT).21 The use of these techniques (in the EU defined in several 

sector-specific BREF22) is mandatory for new installations to get a permit to 

operate and existing plants may have to be retrofitted according to amended 

regulation (Lodewijks et al. 2013). An exemplary BREF is the LCP BREF 

(Lecomte et al. 2017). 

The aim of BAT regulation is to ensure the most reasonable selection and  

design of industrial installations (from a techno-economic-ecological perspec-

tive). The Gothenburg Protocol also refers to the concept in Article 3: “Each 

Party should apply best available techniques to mobile sources covered by  

annex VIII and to each stationary source covered by annexes IV, V, VI and X, 

taking into account guidance adopted by the Executive Body” (UNECE 2013, 

p. 9). A detailed definition of BAT is provided in Table 2-9. 

Table 2-9: Definition of BAT in the Industrial Emissions Directive (IED) (Chronopoulos 2016). 

Best 
Most effective in achieving a high general level of protection of 
the environment as a whole 

Available 
Developed on a scale which allows implementation in the relevant 
industrial sector, under economically and technically viable  
conditions 

Techniques 
Both the technology used and the way in which the installation is 
designed, built, maintained, operated and decommissioned 

 

                                                                    
21  BAT is the EU name for the concept, other countries or regions may have different names, 

the concept, however, is usually similar. 
22  BREF: Best Available Techniques Reference Document. 
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The BREF documents are a vast body of knowledge. Therefore, the main  

aspects and particularly the binding constraints for industrial plants are sum-

marized in the BAT conclusions. In order to quantify the performance of BAT, 

the so-called BAT-AEL (BAT Associated Emission Levels) are provided in the 

BAT conclusions. These levels are mandatory for plants in the given sector and 

are particularly relevant for comparison if other than the described BAT shall 

be applied.23 Table 2-10 provides exemplary BAT-AEL for solid fuel combus-

tion in LCP. A discussion of the impacts of the amended BAT regulation for 

LCP with special regard to Germany is provided by Ahrens (2017). 

Table 2-10: BAT-associated emission levels (BAT-AEL) for NOX emissions to air from the combus-

tion of coal and lignite in LCP. FBC: Fluidized Bed Combustion, PC: Pulverized Coal 

(Lecomte et al. 2017). 

Combustion plant 

total rated thermal 

input (MWth) 

BAT-AEL (mg/Nm³) 

Yearly average 
Daily average or average 

over the sampling period 

New plant 
Existing 

plant (*) 
New plant 

Existing 

plant (*) 

< 100 100-150 100-270 155-200 165-330 

100-300 50-100 100-180 80-130 155-210 

≥ 300, FBC boiler 

combusting coal 

and/or lignite and 

lignite-fired PC 

boiler 

50-85 < 85-150 (*) 80-125 140-165 (*) 

≥ 300, coal-fired 

PC boiler 
65-85 65-150 80-125 < 85-165 (*) 

(*)  Further remarks are provided in the original reference (Lecomte et al. 2017, 

p. 758) 

                                                                    
23  It is possible to use other techniques than BAT, yet it needs to be proven that the alterna-

tive technique achieves an equal or higher level of environmental protection than BAT. 
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An innovative alternative to setting emission limits or BAT by policy commit-

tees is the top-runner program implemented in Japan for energy efficiency 

improvement in several sectors. The aim is to derive industry targets from the 

best performing product or plant (top-runner). A certain factor of the top 

value is defined as the minimum average level for competitors. This approach 

supports constant technological improvements without the need to amend 

existing regulation regularly. Detailed information is provided in METI (2015). 

2.3.1.2 Monetary Instruments 

US EPA (2005) provides an overview of the most relevant economic incentives 

as well as international application examples and experiences thereof. The 

document considers the following types of instruments: 

 Pricing mechanisms including fees, charges, and taxes 

 Deposit-refund systems and performance bonds 

 Pollution trading systems 

 Subsidy systems including grants, low-interest loans, favorable tax 

treatment, lending practices of international banks, preferential pro-

curement policies  

 Removal of environmentally harmful subsidies 

 Liability for compensating victims when sources release pollution 

that causes harm to human health and the environment 

 Information disclosure 

 Voluntary measures and non-monetary rewards (US EPA 2005). 

In the context of this work, not all instruments are of equal relevance. Most 

relevant are considered all sorts of pricing mechanisms and pollution trading 

systems, as well as subsidy systems and removal of subsidies. Liability may 

become more relevant in future discussion. Currently, however, this issue 

plays a less important role. Informational and voluntary measures are cer-

tainly relevant, yet they are difficult to be monetarized due to their sector, 

region, and application specific aspects. 
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In general, economic incentives aim at encouraging polluters to reduce their 

emissions rather than forcing them to follow a particular rule (Callan and 

Thomas 2013). In this context, the ‘polluter-pays principle’ is mentioned, 

which aims at making the polluters pay for the caused damage. Therefore, an 

incentive for pollution prevention based on the forces of market is created 

(Callan and Thomas 2013). 

The qualitative statements of US EPA (2005)24 can be complemented by 

Stavins (2003), who provides qualitative and quantitative data on market-

based environmental policy instruments. Furthermore, the report of OECD 

(2013) compares carbon prices resulting from different economic incentives 

for the energy sector. Unfortunately, recent quantitative publications are 

scarce. This may be caused by the complexity and dynamics of international 

policy, which makes it hard to compare specific instruments in different coun-

tries. A short introduction on the most commonly used economic incentives 

in the energy sector, with particular regard to NOX abatement, is provided in 

the following.  

2.3.1.2.1 Taxes and fees 

Taxes for NOX are not very common in an international context. Nevertheless, 

there are some interesting examples such as the system implemented in Swe-

den. Plant operators have to pay a tax per kilogram of NOX emitted that is 

combined with a refund mechanism per MWh electricity generated. More  

details are provided in Naturvårdsverket (2006). Plants with low NOX emis-

sions and high energy output are net recipients, whereas installations with 

higher emissions per energy output are the net payers. Goal and main ad-

vantage of this instrument is to achieve the minimum reasonable emissions, 

even below the applicable ELV. A difficulty of the mechanism is the extensive 

control, surveillance and administration effort (Naturvårdsverket 2006).  

                                                                    
24  This analysis has a general perspective and is not specifically adapted to the given sector 

and type of application (NOX abatement in LCP). 
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The Canadian government published a statement that is more critical about 

direct fees and taxes: “A tax on air pollutant emissions would have different 

effects in different regional contexts, as firms chose whether to pay the tax or 

invest in abatement equipment, and so no emissions floor could be guaran-

teed. Since the quantity of emissions reductions cannot be controlled with a 

tax, this instrument is better suited when an incentive to continually reduce 

emissions is sought” (Department of the Environment and Department of 

Health 2014, p. 1333). This declaration directly leads to the conclusion that a 

combination of regulatory instruments (in this case emission limits and an 

emission tax) seems to be appropriate for countries aiming at constantly  

reducing emissions. 

2.3.1.2.2 Subsidies 

The results of the research regarding financial support programs were rather 

scarce. South Korea published information about a Low-NOX-Burner program 

(Ministry of Environment ROK 2012), whereas the Canadian government 

again does not support these initiatives as they might set wrong impulses and 

“would be inconsistent with the ‘polluter pays’ principle” (Department of the 

Environment and Department of Health 2014, p. 1333). The small number of 

exemplary financial support programs discovered may be caused by the fact 

that such programs are often very complex, country-specific (and hence pub-

lished in local languages) and may target not only pollutant control systems. 

Therefore, specific research would be necessary to depict the current inter-

national situation thoroughly.  

2.3.1.2.3 Market-based instruments 

Certificate trading is an instrument, which is well known for CO2 and other 

greenhouse gas emissions within the EU, but also in other regions of the 

world. There is a lot of research going on regarding the impacts of certificate 

trading, cap-and-trade markets and other implementations of market-based 

emission control policy for greenhouse gases (cf. Aulisi 2005; Carmona et al. 

2010; European Commission 2013; Firger 2015; Hoffmann 2007; Insley 2003; 

Laurikka and Koljonen 2006; Sarkis and Tamarkin 2005; Zhang and Wei 2010). 
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Cap-and-trade markets for NOX were or are still implemented in a few regions 

worldwide. One example is the RECLAIM program in the South Coast Air Basin 

area around Los Angeles, USA. This area faced severe problems with smog 

and therefore implemented a certificate market for NOX and SO2. More  

details are provided by South Coast AQMD (2018). More examples of regional 

NOX markets in the USA are provided by Callan and Thomas (2013). 

The Netherlands also implemented a certificate market for NOX in 2005, in 

addition to existing EU regulation. The program, however, was stopped in 

2013 due to a NOX price close to zero. Amended EU C&C regulation led to 

massive reductions of NOX emissions so that the certificate market was  

undermined and ineffective (Jonge; Könings 2003). 

This example shows that a vertical integration of policy measures is possible. 

However, the design of the instruments needs to be harmonized and adjusted 

in order to ensure an effective interaction of instruments. Otherwise, policies 

may be ineffective and their administrative effort outweighs their gains (Rob-

ertson 2016). 

The EU Commission also discussed the implementation of an EU wide NOX 

market, as proven by a report published in 2010 (European Commission 

2010). Since then, however, no prominent efforts in this direction have been 

known, probably due to the difficulties described above. Therefore, in a mid-

term perspective, the implementation of a NOX market in the EU can be con-

sidered rather unlikely.  

2.3.2 Status of International Policy 

Several of the policy instruments mentioned above are in use for reducing 

NOX emissions. A comprehensive overview of international NOX policy for the 

energy sector is difficult, as there are many influencing parameters and vary-

ing definitions of sectors and techniques. Furthermore, the research is hin-

dered by the broad variety of local languages and offline information that is 
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hardly accessible from abroad. A helpful database for international applica-

tions of policy instruments is provided by OECD (2018b). This database, how-

ever, cannot be directly searched for NOX abatement policy. Therefore, an 

overview will be provided in the following. 

Starting with the example of the EU, which displays the complexity of inter-

national regulation by many interacting instruments, a global dataset will be 

provided and assessed for two exemplary installations of the energy sector. 

2.3.2.1 Framework of EU Regulation 

Figure 2-8 displays the framework of air pollution regulation in the EU with 

the key regulating entities. This figure is not to be regarded as a complete list 

of regulations for the energy sector, as there are further international influ-

encing entities, such as the UNFCCC with its COP agreements.25 An overview 

of current regulation in the EU member states outdates rapidly, as it is not 

only EU but also country specific. Therefore, a brief overview of the historical 

development of EU regulation based on Lodewijks et al. (2013) is provided in 

the following, neither claiming exhaustiveness nor the latest actuality. 

In 1988, the “Council Directive 88/609/EEC on the limitation of emissions of 

certain pollutants into the air from large combustion plants” (EEC 1988) was 

enacted. This directive was in force until 2001 when the EU LCP Directive 

(LCPD) 2001/80/EC (EU 2001) was agreed on. Therein, emissions of three pol-

lutants (SO2, NOX, and PM) are regulated and the deadline for adoption in 

national legislation of the EU member states was November 2002.  

                                                                    
25  COP: annual Conference of the Parties of The United Nations Framework Convention on Cli-

mate Change (UNFCCC). More information on the Convention and the Conferences are pro-

vided on the website: UNFCCC (2014). An overview of further international agreements with 

a focus on the USA is provided by Callan and Thomas (2013). 
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Figure 2-8: Exemplary overview of the emission regulation scheme in the EU . 

LCP are also regulated under the Integrated Pollution Prevention and Control 

(IPPC) Directive (EU 2008) which may lead to stricter and/or additional obli-

gations on the plants than those required under the LCPD itself. In particular, 
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mission adopted the LCP BREF (European Commission 2006) including the 

BAT-AEL. The IPPC Directive and the LCPD were superseded by the Industrial 

Emissions Directive (IED) (EU 2010) which came into force on 6 January 2011 

and which had to be transposed into national legislation by 7 January 2013. 

The IED regulates emissions from LCP by requiring the application of BAT and 

the BAT-AEL, as well as by setting mandatory 'minimum' emission limit values 

(ELV) for SO2, NOX, and dust. These limit values apply for existing combustion 

plants from 2016 onward, with some longer transitional periods for particular 
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the BAT-AEL for NOX (Lecomte et al. 2017). These values are currently the 

lowest emission limits for NOX in EU wide regulation. 
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2.3.2.2 Examples of International Regulation 

Due to the diversity of international regulation, two exemplary installations 

were selected in order to assess international policies. A 1 000 MW coal-fired 

boiler is selected as the first example, representing the category of large base-

load installations. Furthermore, a 100 MW gas turbine shall be investigated 

in order to compare installations of different size and fuel. Both installations 

are expected to be new so that the most recent regulation applies. 

The Table in Annex A sums up the results of the research. It displays 28 non-

EU countries and the EU with their ELV (if applicable) for the selected exam-

ples. Due to the difficulties in information gathering regarding less common 

policy instruments, only emission and immission limits are displayed. Exam-

ples of other political instruments have been mentioned above, yet they are 

usually not applied separately but in combination with either emission or  

immission limits. Furthermore, the technical conditions or units vary. Espe-

cially the reference oxygen concentration defers for some countries or the 

documents do not provide it so that the given values have to be regarded as 

approximate values. The list is not exhaustive, as additional regulation may 

apply, which was not identified during the survey. 

In developing or emerging countries, NOX emission regulation seems to be in 

its infancy, even though it was difficult to gather significant data for these 

countries. Language issues and the fact that countries would not publish leg-

islation that does not exist complicate a definite statement. Nevertheless, 

most countries have general air quality limits, often based on the WHO 

(World Health Organization) recommendations (WHO 2018). This is the first 

step towards actually managing and reducing emissions. Furthermore, the 

World Bank Group (IFC) sets up its own emission guidelines for projects in 

order to receive funding, which may influence new projects in these countries 

beyond local legislation (International Finance Corporation 2008).  
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The survey of existing political regulation provides a broad range of ELV for 

the two examples displayed in Figure 2-9. The range might be even larger if 

other political instruments were also taken into account. It may seem surpris-

ing that China – well known for air pollution and smog issues – has very strin-

gent emission regulation. This could be caused by the severe problems with 

air pollution the country faces every day and the thereof resulting obvious 

need to reduce emissions. Furthermore, China updated its NOX emission reg-

ulation comparably recently, whereas the regulations of other countries have 

been in force for many years or even decades and seem to be rather outdated 

(ChinaFAQs 2012). Another open question is the extent to which ELV are not 

only set up but also met and monitored. Some countries publish penalties and 

fines for exceeding ELV. Nevertheless, it is often unclear how strict they are 

handled in practice. 

 

Figure 2-9: Comparison of international NOX regulation for two exemplary installations. The 

countries with complete datasets are included; the EU member states are com-

bined as EU-28. If a range of ELV is given, the maximum values have been chosen 

and marked with (max) (for references: cf. Annex A). 
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2.3.3 Results and Effects of EU Policy Campaigns 

In order to assess the effectiveness of environmental policy in the EU, the 

associated emission statistics will be analyzed in the following. An interna-

tional comparison of current national legislation and emission statistics is dif-

ficult, as several aspects and definitions (may) vary.26 Therefore, this section 

focusses on the EU, as the development of policy regulation was identical or 

at least similar for all member countries over the last decades. 

 

Figure 2-10: Total annual NOX emissions of the energy sector (sector definition: energy produc-

tion and distribution) per country within the EU-28 between 1990 and 2016 (Euro-

pean Environment Agency 2018a). 

                                                                    
26  E.g. the definition of sectors, physical units, reference values etc.  
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Figure 2-10 displays an overall decline of NOX emissions of 69 % between 1990 

and 2016. Yet, between 1999 and 2007, the total emissions hardly declined 

but even increased slightly. In order to analyze this development, it is neces-

sary to take the total amount of energy generated from NOX emitting fuels 

into account. Figure 2-11 provides this data for the same countries in the time 

span between 1990 and 2016. 

The largest increase in electricity generated from NOX emitting fuels occurred 

between 1997 and 2007. Thus, the time span of this increase correlates with 

the lowest decline in total emissions and provides a possible explanation for 

the total emission development during this period. 

 

Figure 2-11: Annual net electricity generation from (main) NOX emitting fuels within the EU-28 

between 1990 and 2016 (US EIA 2018).  
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In order to scale the total emissions, Figure 2-12 displays the specific NOX 

emissions in kg per MWh electricity generated from NOX emitting fuels. It is 

compiled from the data of Figure 2-10 and Figure 2-11 and displays a nearly 

constant decline of specific emissions. Only in the period between 2010 and 

2012, the specific emissions increased slightly.  

Every new EU Directive that came into force aimed at lowering total NOX 

emissions of the energy sector by setting emission limits for new and existing 

installations. The largest relative abatement success took place between 1993 

and 2000. Hence, it started five years after the entry into force of the 1988 

Directive and according to Brandwood (9/27/2018), this was the first phase 

of technical NOX emission abatement when particularly primary measures 

were installed in a large number of plants.  

 

Figure 2-12: Specific NOX emissions in kg per MWh electricity generated from NOX emitting 

fuels within the EU-28 between 1990 and 2016. 
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Furthermore, the long approval and construction times of NOX abatement  

installations led to a time lag between the entry into force of regulation and 

the actual compliance of industry. Depending on the details and stringency of 

the regulation, existing plants usually have an adaptation time until they need 

to be retrofitted with emission abatement installations.  

The decline of relative emissions after the successive EU directive in 2001 was 

a lot lower. This might lead to the assumption that this directive was less suc-

cessful. On the other hand, it can be expected that until 2000 the majority of 

plants was equipped with (at least primary) emission abatement installations 

so that even the newer regulation might have been fulfilled already. More-

over, further emission abatement became more expensive and technically 

more challenging. The additional emission abatement that is technically and 

economically feasible and arguable for plant operators is thus lower than  

before and leads to decreasing reduction rates.  

Another fact that needs to be considered is the admission of new member 

states to the EU. The EU-28 countries are considered for this investigation, 

yet by 1990, only 12 countries were member states of the EU. In 2004 the EU 

consisted of 25 member states. These countries had to lower their emissions 

during the 1990s and early 2000s in order to fulfill European legislation and 

to be accepted as a member state of the EU. Hence, this might be another 

influencing factor for the high reduction rate between 1990 and 2000.  

After the implementation of the 2010 Directive, the relative emissions  

increased slightly. There is not yet a direct explanation for this short period 

between 2010 and 2012. It will be interesting to assess this trend in detail in 

further studies.  

The validity of the numbers presented above is limited by the fact that the 

sector definitions vary between the data of Figure 2-10 and Figure 2-11 as 

they are based on different references. Figure 2-10 contains data of the sector 

‘energy production and distribution’ whereas Figure 2-11 refers to ‘net elec-

tricity generation’. As the region and time span considered are relatively 



2.4  Conclusions 

63 

broad, the error caused by this issue is considered acceptable, particularly as 

this work aims at discovering trends and overall developments rather than 

providing a precise quantitative assessment. 

2.4 Conclusions 

The chapter at hand introduced important aspects of NOX emissions from the 

energy sector. Starting with the characteristics and formation mechanisms of 

NOX in LCP, abatement strategies for technical emission reduction technolo-

gies were derived. A brief introduction of primary and secondary NOX abate-

ment installations offers the basis for the associated cost calculation method-

ology in chapter 4. Finally, an overview of policy instruments with regard to 

NOX abatement was provided. The comparison of different policy instruments 

showed that there is no clear preference for one or another. As important as 

the chosen instrument itself appeared to be its proper selection (according to 

the applying circumstances), its implementation and management and its  

interference with other political instruments.  

The following chapter 3 complements the fundamental knowledge with a 

brief assessment of industrial decision-making in general, for environmental 

investments in particular and with a special focus on decision-making under 

uncertainty. Hence, chapters 2 and 3 form the base ground for the develop-

ment and implementation of the techno-economic and the ROA model in 

chapters 4 and 5.
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3 Decision-Making for 
Environmental Investments 

Investment calculation and decision-making for emission abatement installa-

tions in large combustion plants are particularly complex due to the long-term 

perspective and many influencing risks and uncertainties.1 Consequently, an 

examination of risks is considered necessary in order to derive reasonable  

investment decisions. By comparing classical project and risk management 

approaches2 with the experiences from plant operators and the technological 

characteristics of emission abatement in LCP as well as standard decision-

making models3, the six steps approach displayed in Figure 3-1 was developed 

and initially published in Mayer et al. (2017). 

 

Figure 3-1: Decision-making approach for environmental investments  

                                                                    
1  In the following, the terms ‘risk‘ and ‘uncertainty‘ are used synonymously. A further defini-

tion and discussion thereof will be provided in section 3.3. 
2  E.g. Epstein and Rejc Buhovac (2014), Hubbard (2009), Project Management Institute (2008). 
3  E.g. the intelligence-design-choice model of Simon (1977), cf. also Schätter (2016). 
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The chapter at hand is structured according to this approach. Section 3.1  

refers to project definition with a special focus on different types of environ-

mental investments. Section 3.2 assesses the calculation of investments and 

operating costs in the context of environmental investments. Identification, 

evaluation, and consideration of risks and uncertainties are discussed in sec-

tion 3.3 and different investment appraisal methods are introduced in section 

3.4. Section 3.5 provides an overview of the real option analysis as a method 

to evaluate uncertain investment decisions and section 3.6 summarizes the 

application specific conclusions and the research questions for the model  

implementation in the chapters 4 and 5. 4 

3.1 Types of Environmental Investments 

Götze et al. (2015) define an investment in general: „An investment project is 

a series of cash inflows and outflows, typically starting with a cash outflow 

(the initial investment outlay) followed by cash inflows and/or cash outflows 

in later periods (years).” (Götze et al. 2015, p. 3).  

Furthermore, several subtypes of investments exist. One exemplary classifi-

cation for environmental investments is provided by Klingelhöfer (2006) with 

the following three types of investments:  

 Investments to fulfill environmental regulation 

 Investments, which are fully or partly committed to environmental 

protection 

 Other investments with positive environmental impact (beyond the 

original intention of the investment) (Klingelhöfer 2006, p. 9).  

                                                                    
4  Parts of this chapter have previously been published in Mayer et al. (2017), Mayer and 

Schultmann (2017) and Schiel et al. (2019). 
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A second classification is also introduced by the same author, with particular 

regard to industrial environmental protection measures: 

 Production-integrated environmental protection measures 

 Additive environmental protection measures 

 Adaption of existing processes (Klingelhöfer 2006, p. 11). 

Yet, both classifications do not specifically suit the needs of this work. Hence, 

a new classification related to those mentioned above will be introduced for 

this work: environmental investments are defined as investments with the 

important, yet not necessarily exclusive goal to reduce the environmental  

impacts of (industrial) business operation. Other goals may be the reduction 

of energy consumption, the improvement of product quality or the reduction 

of maintenance expenses. The installation of a new production line with  

exceptionally high environmental standards, however, is not considered an 

environmental investment, as its primary goal is the production of goods and 

not the reduction of environmental impact. A categorization in three types of 

environmental investments is presented in the following. 

3.1.1 Efficiency Investments 

The first type of investments, the efficiency investments, usually require the 

least political intervention. Efficiency investments have an impact on the  

environment as the consumption of energy or other consumables is reduced 

by increasing efficiency of the technology. Typical examples are the use of LED 

technology for lighting or the exchange of old machinery by new ones with 

higher technical standards and thus higher efficiency. A detailed discussion of 

efficiency investments is provided in Chiaroni et al. (2017). 

These investments have two major effects: by reducing energy and/or mate-

rial consumption, they reduce the environmental impact and production 

costs. Therefore, plant operators may have an environmental and economic 

interest in these investments and a classical cost-effectiveness study can be 
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conducted. From a political point of view, a typical intervention regarding this 

category of investments is a financial support scheme to promote and accel-

erate the dissemination of a new or advantageous technology. Due to the  

inherent economic incentive to invest, the additional publicly funded subsi-

dies may be comparably low but can achieve considerable impact, particularly 

if a technology is approaching its break-even-point.  

On the other hand, efficiency investments may be prone to so-called rebound 

effects (Bandyopadhyay, 2015). Rebound effects are described as increasing 

resource consumption that is made possible or caused by an increase in effi-

ciency (Font Vivanco, 2016). For example, due to the reduced energy con-

sumption of LED lighting, more lighting capacity may be installed, without a 

technical need to do so. Hence, a part of the energy savings is compensated 

so that the full potential of savings cannot be achieved. This effect, even 

though not in the focus of this research, should be kept in mind when design-

ing policy instruments for efficiency investments. 

3.1.2 Mandatory Investments 

Mandatory investments are defined as investments that have no direct eco-

nomic benefit but are legally enforced, for example by emission limit values.   

Examples of this type of investments are flue gas treatment installations, but 

also installations to treat wastewater or other waste in order to reduce its 

environmental impact. These investments are a special type of investment, 

as they are directly caused by policy. Nevertheless, other policy instruments 

may influence them as well. Mandatory investments can have positive eco-

nomic effects, e.g. regarding publicity and outreach activities. Some pro-

cesses also generate by-products that can be sold.5 However, these revenues 

are by definition expected to be significantly lower than they would have to 

be in order to meet the economic break-even-point of the investment. 

                                                                    
5  E.g. gypsum is produced in Flue Gas Desulfurization installations to reduce sulfur oxides. 
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3.1.3 Risk-reducing Investments 

The group of risk-reducing investments is considered the most heterogene-

ous group. It summarizes all sorts of investments that (may) have a positive 

environmental impact by reducing different types of risks with environmental 

relation. These may be economic risks for the company, such as increasing 

prices or fees for fuels, energy or other raw materials. Furthermore, direct 

environmental risks such as pollution in case of natural disasters or technical 

failure can be considered. For example, by reducing the amount and criticality 

of hazardous substances on site, the risk of environmental damage in case of 

an accident is reduced.  

An exemplary investment of this kind is fuel switching, for example from oil 

to natural gas due to highly uncertain oil prices. Natural gas typically causes 

lower environmental impacts than oil does. Another example is the switch to 

less critical substances (e.g. the use of water-based inks for printing instead 

of solvent-based products), but also the installation of oversized emission  

reduction installations could be considered. This may reduce the risk of an 

additional retrofit if decreasing emission limit values are to be expected.  

Important common characteristics of these investments are the long-term 

perspective and the irreversibility caused by a large share of sunk costs after 

installation. 

3.2 Investment and Cost Calculation 

The aim of the methods to be presented in this chapter is not to calculate the 

investments and costs of a new installation in every detail but to give an idea 

about investment and operating costs on pre-study level accuracy, which is 

for large industrial installations quantified to ± 30% (Chauvel et al. 2003;  

Geldermann 2014; Peters et al. 2003). While providing realistic cost esti-

mates, the required effort and the amount of data shall be kept at a reason-

able level. 
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3.2.1 Calculation of CAPEX 

The term CAPEX (Capital Expenditures) stems from accounting and stands for 

the fixed assets of a company. Important components are the initial equip-

ment, auxiliary installations, spare parts and related expenditures such as the 

depreciation of capital equipment. CAPEX are an important item of a com-

pany’s balance sheet (Hofmann et al. 2012; Large 2009). 

Regarding the calculation of CAPEX for emission abatement technologies,  

various methods exist. According to Chauvel et al. (2003) and Peters et al. 

(2003) the total capital investment (TCI) is defined as the fixed-capital invest-

ment (FCI), which contains the plant and equipment itself, plus the working 

capital (WC).  

The FCI includes the initial investment and the investment for auxiliaries and 

nonmanufacturing facilities, while the WC accounts for the first fill of raw  

materials, consumables, etc. that is necessary to operate the installation in 

the designated manner.6 Peters et al. (2003) grouped various investment cal-

culation methods according to their general methodology, complexity, and 

accuracy, as displayed in Figure 3-2. A detailed description of all methods 

would reach beyond the scope of this work but is provided in Peters et al. 

(2003). An exemplary application of investment calculation will be presented 

in chapter 4. 

CAPEX is a standard term in accounting and particularly familiar in the Anglo-

phone area, yet not all investment calculation methods are based on this  

aggregation due to practical reasons. The calculation of some (e.g. operating) 

cost components may be based on the total investment; therefore, some  

authors aggregate investment-related costs. This aggregation does usually 

not fully comply with the definition of CAPEX/OPEX. Exemplary deviations will 

                                                                    
6  A detailed assessment of the working capital is provided in Chauvel et al. (2003, 182-183). In 

the given context, exemplary components are the first fill of the reagent tanks or the initial 

catalyst. 
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be further discussed in chapter 4. Investment calculation approaches based 

on investment-related costs were published by Rentz (1979), Schultmann et 

al. (2001), Spengler (1998) and VDI (2001). 

 

Figure 3-2:  Calculation methods for capital investments (Peters et al. 2003). 

3.2.2 Calculation of OPEX 

OPEX (Operational Expenditures) summarize the ongoing expenditures for 

running a production plant, business, system or any other industrial entity. In 

the case of NOX abatement in LCP, all sorts of consumables, as well as opera-

tion and maintenance costs related to the investment, are included (Hofmann 

et al., 2012). The OPEX of an industrial installation typically consist of fixed 

and variable operating costs displayed as annual costs (cf. eq. (3-1)). 

𝐶̇𝑜𝑝 [
€

𝑎
] = 𝐶̇𝑜𝑝,𝑓𝑖𝑥 [

€

𝑎
] + 𝐶̇𝑜𝑝,𝑣𝑎𝑟 [

€

𝑎
]  (3-1) 

The fixed operating costs 𝐶̇𝑜𝑝,𝑓𝑖𝑥  are usually calculated as a percentage of the 

total investment and account for overhead, insurance, taxes etc. (Peters et al. 
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2003). The variable operating costs 𝐶̇𝑜𝑝,𝑣𝑎𝑟 depend on the production output7 

and contain the costs for raw materials, utilities such as electricity and rea-

gents, as well as e.g. waste disposal (Chauvel et al. 2003).  

Some cost components such as operation and management expenditures, 

wages or maintenance cannot be explicitly grouped to one or the other cate-

gory as they have both, fixed and variable shares (Chauvel et al. 2003). There-

fore, they can be separated in further subcomponents, if detailed data is avail-

able, or it needs to be decided according to the underlying application, which 

assignment is more suitable. A detailed exemplary operating cost calculation 

will also be provided in chapter 4. 

3.2.3 Other Cost Components 

Apart from the classical cost components mentioned as CAPEX and OPEX, 

there may be additional expenditures that should be included in an invest-

ment calculation. Particularly environmental, social or legal costs are often 

hidden or voluntary costs. Voluntary costs are not mandatory but may help 

to improve for example the public image of a plant, such as community rela-

tion or environmental projects (Institute of Management Accountants 1996).  

It is strongly recommended to screen a project carefully in its early stages in 

order to identify possible hidden costs and include them in the calculations, 

even though the expenditures might not occur at the time of investment but 

sometime later (e.g. plant decommissioning). A list of possible cost compo-

nents is provided in Table 3-1.  

Further important calculation items are contingencies. They are added to a 

calculation in recognition of the fact that unexpected events or modifications 

are difficult to avoid in large projects. Usually, such changes of plans come 

                                                                    
7  In the given context, the runtime may be a more suitable base value, as emission abatement 

installations do not or hardly produce a marketable output. 
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along with increasing costs. Therefore, contingency factors, typically ranging 

between 5 % and 15 % of the FCI, are commonly used (Chauvel et al. 2003; 

Geldermann 2014; Peters et al. 2003). 

Moreover, external cost components can be internalized in order to assess 

the total value of environmental investments. An exemplary study is provided 

by van der Kamp (2017), complemented by a theoretic discussion in Callan 

and Thomas (2013). External costs do not have to be paid directly by the plant 

operator but by the state, the community or other stakeholders. An example 

is an increasing number of lung diseases caused by air pollution. The treat-

ment has to be paid by the affected people or by the national health care 

system and is therefore an external cost. However, there might be an indirect 

internal effect to the company, as for example, the number of sick workers 

may rise or the revenues may decline due to a negative public image.  

External costs can be internalized to get an integrated view of the investment. 

They are, however, often hard to identify, quantify and monetize and might 

thus cause a considerable effort with regard to the calculation (Epstein and 

Rejc Buhovac 2014). A plant operator’s interest in considering external costs 

is often low, as such contemplations are usually not legally enforced. There-

fore, due to the focus on the company internal perspective of this work,  

external costs will not be further investigated in this work (cf. 3.4.3). 
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Table 3-1: Potential hidden or contingent cost components  (Institute of Management Ac-

countants 1996) [R&D: Research and Development]. 

Potentially Hidden Costs 

Regulatory 
 Notification 
 Reporting 
 Monitoring/testing 
 Studies/modeling 
 Remediation 
 Recordkeeping 
 Plans 
 Training 
 Inspections 
 Manifesting 
 Labeling 
 Preparedness 
 Protective equipment 
 Medical surveillance 
 Environmental insurance 
 Financial insurance 
 Pollution control 
 Spill response 
 Stormwater management 
 Waste management 
 Taxes/fees 

Upfront 
 Site studies 
 Site preparation 
 Permitting 
 R&D 
 Engineering and 

procurement 
 Installation 
 
Conventional Company  
Costs 
 Capital equipment 
 Materials 
 Labor 
 Supplies 
 Utilities 
 Structures 
 Salvage value 
 
Back-End 
 Closure/decommissioning 
 Disposal of inventory 
 Post-closure care 
 Site survey 

Voluntary 
 Community 

relations/outreach 
 Monitoring/testing 
 Training 
 Audits 
 Qualifying suppliers 
 Reports (e.g. annual 

environmental reports) 
 Insurance 
 Planning 
 Feasibility studies 
 Remediation 
 Recycling 
 Environmental studies 
 R&D 
 Habitat and wetland 

protection 
 Landscaping 
 Other environmental 

projects 
 Financial support to 

environmental groups 
and/or researchers 

Contingent Costs 

 Future compliance cost 
 Penalties/fines 
 Response to future 

releases 

 Remediation 
 Property damage 
 Personal injury damage 

 Legal expenses 
 Natural resource damage 
 Economic loss damage 

Image and Relationship Costs 

 Corporate image 
 Relationship with 

customers 
 Relationship with 

investors 
 Relationship with insurers 

 Relationship with 
professional staff 

 Relationship with workers 
 Relationship with suppliers 
 Relationship with lenders 

 Relationship with host 
communities 

 Relationship with 
regulators 

 



3.3  Risks and Uncertainties 

75 

3.3 Risks and Uncertainties 

In scientific literature, various definitions exist for risk and uncertainty in the 

economic context. According to an early definition of Knight (1921) uncer-

tainty is a risk that is immeasurable and therefore not possible to be calcu-

lated. Hubbard (2009, p. 80) proposes a more detailed definition of risk and 

uncertainty: 

 “Uncertainty: The lack of complete certainty, that is, the existence of 

more than one possibility. The ‘true’ outcome/state/result/value is 

not known. 

 Measurement of uncertainty: A set of probabilities assigned to a set 

of possibilities. Example: ‘There is a 60% chance this market will dou-

ble in five years’ 

 Risk: A state of uncertainty where some of the possibilities involve a 

loss, catastrophe, or other undesirable outcome. 

 Measurement of risk: A set of possibilities each with quantified prob-

abilities and quantified losses. Example: ‘There is a 40% chance the 

proposed oil well will be dry with a loss of $12 million in exploratory 

drilling costs’.” 

In this sense, the measure of uncertainty refers to the probabilities assigned 

to outcomes only, while the measure of risk contains both probabilities and 

quantified losses for outcomes. 

Bikhchandani et al. (2013) do not distinguish at all between the two terms. 

They assume that in any case a probability and a loss for an outcome can be 

assumed, the important question is how good the assumptions are. Other  

authors use different denominations such as ignorance for what is described 

above as uncertainty (Schätter 2016).  

In the context of this work, the quality of probability distribution assumptions 

can vary among specific risks but also among different companies/investors. 

While a specific risk may be rather precisely quantifiable for one investor, it 
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can be very vague for another company operating under different circum-

stances. Consequently, it is not possible to distinguish precisely between the 

terms ‘risk’ and ‘uncertainty’ as there are deviations even among different 

investors. Therefore, both terms are used synonymously within this work. 

It is neither possible nor is it the goal to consider all existing risks in this chap-

ter. The following section aims at providing the most relevant risk categories 

focusing on NOX abatement in the energy sector. The main aspects of plant-

specific identification and evaluation of risks will be further discussed in the 

sections 3.3.2 and 3.3.3. Risks that endanger the operation of the whole plant, 

such as earthquakes, volcanos or the like, shall not be considered in this over-

view, as the plant operator is expected to having them taken into account 

when building/planning the plant itself (independently of environmental ret-

rofits or sub-investments).  

3.3.1 Definitions and Types of Risks 

Schätter (2016) provides a detailed overview of different categorizations of 

risks and uncertainties. For the work at hand, the categorization in aleatory 

and epistemic uncertainty is considered most suitable and hence introduced 

briefly in the following.  

Aleatory uncertainty describes inherent deviations of the decision situation 

which affect (amongst others) input data, parameters or model structures 

(Walker et al. 2003). Exemplary sources of aleatory uncertainty are nature, 

human behavior including social, economic and cultural dynamics and tech-

nical disruptions (Walker et al. 2003). Aleatory uncertainty can hardly be  

reduced, as research and development are not able to provide comprehen-

sive information (Bertsch 2008; Schätter 2016; Walker et al. 2003). 

Epistemic uncertainty refers to the unknowingness with regard to the deci-

sion situation. It arises of limited or inaccurate information, measurement  

errors, imperfect models and subjective judgments (Walker et al. 2003). It is 
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further described as a systematic uncertainty and can hence be eliminated by 

sufficient study (Senge et al. 2014; Walker et al. 2003). Epistemic uncertainty 

indicates the amount of uncertainty that could be controlled if the necessary 

effort is accepted and undertaken (Comes 2011; Schätter 2016).  

Four classes of risks (characterized by the source of the risks) based on the 

publications of International Energy Agency (2014) and International Energy 

Agency (2007) shall be introduced in the following. This overview focusses on 

aleatory uncertainty; epistemic uncertainty will be discussed in more detail in 

the context of the model implementation in chapters 4 and 5. 

3.3.1.1 Policy Risks 

As the name implies, policy risks are caused by changes in regulation, which 

affect the operation of the regarded installation. One major policy risk in the 

given context is an unexpected change in the environmental policy, induced 

for instance by elections or international influence. Other unexpected 

changes may be caused by the arrival of new information about climate sen-

sitivity (Fuss et al. 2009), which policy-makers may react to.  

Fuss et al. (2009) claim that the risks caused by lacking long-term policy cred-

ibility might refrain investors from undertaking necessary investments, so 

that policy might negatively affect the achievement of its own goals. The  

impacts of the length of political commitment periods have been investigated 

in further detail by Buchner (2007). 

Apart from a sudden change in environmental C&C policy, there is the politi-

cally induced risk of market-based instruments. Particularly emission trading 

schemes are often complex and difficult to forecast with regard to certificate 

price developments (European Commission 2013). These market-based risks 

can be regarded as a sort of continuous risks, compared to the instantaneous 

risk of a sudden change in policy. If there is a change in policy, stability can be 

expected afterwards for a certain amount of time (the commitment period). 

Thus, it might be reasonable for an investor to delay an investment until a 
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possible change (e.g. national elections). The market-based instruments, 

however, cannot be regarded as stable, because price variations in the past 

do not necessarily reflect possible developments in the future. Therefore, the 

impacts of market-based instruments are closely linked to the impacts of eco-

nomic risks, which will be introduced in 3.3.1.3. 

3.3.1.2 Technological Risks 

Technological risks primarily influence the CAPEX and OPEX of an investment. 

Continuous improvement of existing technologies or new technologies may 

lower the CAPEX. The cost effect of the continuous improvement of technol-

ogies can often be monitored in the past, especially for well-established tech-

nologies.8 This positive risk for investors has been investigated by Zhou et al. 

(2010). New technologies, particularly in the context of emission abatement, 

usually do not appear from nowhere. A lot of research and development time 

is necessary before a state of market readiness can be reached. Therefore, 

plant operators can consider so-called emerging techniques (cf. 2.2.4) in their 

investment decision-making. Yet, the timing, cost and technical performance 

of such techniques at market entry are often hard to predict. Elberfeld and 

Nti (2004) investigated the investment behavior of companies in the context 

of technology uncertainty in a modeling approach. 

Another exemplary technological risk in the given context is the interference 

of an emission abatement technology with the actual production process and 

other abatement technologies. Primary measures e.g. reduce the efficiency 

of a power plant. Secondary NOX abatement measures, for instance, can raise 

the content of ammonia in the flue gas, which may cause damage in other 

flue gas treatment systems or in piping and heating or heat recovery units 

(European Commission 2006; Rentz et al. 1999).  

                                                                    
8  In scientific literature, these aspects are qualitatively and mathematically described by 

learning and experience curve effects (cf. e.g. Jaber 2011). 
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Furthermore, technological and political risks may interfere, as policy strongly 

influences R&D in the pollution abatement sector. This has been analyzed in 

detail by Krysiak (2011) and Tarui and Polasky (2005). One important effect of 

political incentives is the so-called ‘lock-in effect’ (Jaffe et al. 2003). Due to 

the politically induced public support for one specific technology develop-

ment path, R&D in this path is enforced whereas it is automatically cut back 

in other paths due to limited resources – even though the prioritized path 

might not be the best solution in terms of social welfare (Jaffe et al. 2003). 

3.3.1.3 Economic Risks 

Economic risks are comparably well known from all kinds of investment deci-

sions. Prices of the investment itself, necessary equipment, fuel or other con-

sumables vary due to various influences such as currency fluctuations, fluctu-

ating demand, political instabilities in delivering countries, etc. Furthermore, 

the availability of raw materials may be limited, or consumption materials 

may become scarce in the future. This is particularly critical in the case of 

long-term investments (Chauvel et al. 2003). 

A common way to consider price risks in scientific models are stochastic pro-

cesses (Birge 2000; Yang and Blyth 2007). A long-term growth rate is assumed, 

based on either historical data or current forecasts. This trend (or drift) is then 

overlaid by a random distribution, for example, a Geometric Brownian Motion 

(Hull 2012). The other risks mentioned above can be integrated into a model-

ing approach by assuming price jumps or adapting price forecasts (Ross 2011, 

In the field of risk management, many more than the above-mentioned eco-

nomic risks have been analyzed across complete supply chains. More details 

are provided for example in Zsidisin and Ritchie (2008). It is upon the user to 

select the risks that are of particular relevance for the underlying application. 

Examples will be provided in the case studies of chapter 6. 

cf. also 3.5.4). If a detailed modeling of price developments is difficult, sensi-
tivity analyses can be applied as well (cf. 3.4.4).   
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3.3.1.4 Legal Risks 

Bureaucratic and administrative barriers may be a reason for costly delays in 

the planning and implementation phase of large investment projects. Docu-

mentation and contract risks, as well as jurisdictional risks, are listed as  

important sources of risk in this category (International Energy Agency 2007).  

These risks, however, strongly depend on the situation of a specific plant. The 

national legislation influences the situation as well as the quality of the enter-

prise management.  Therefore, these risks shall not be investigated in further 

detail in this work, as it is hardly possible to draw broadly valid conclusions. 

Nevertheless, these risks may play a major role in actual investment projects. 

They should hence not be neglected during the risk assessment process. 

3.3.1.5 Other Risks 

Apart from the four categories mentioned above, there are several more 

sources of possible risks. Particularly environmental and social risks may be 

important in the given context and should, therefore, be considered in the 

early stages of an investment project. Epstein and Rejc Buhovac (2014) pro-

vide some more details as well as Bekefi and Epstein (2006) and Hubbard 

(2009). It is beyond the scope of this work to go into details of all of them; 

nevertheless, they may be of major relevance for individual projects. 

3.3.2 Identification of Risks 

The identification of relevant risks for a specific application is an important 

step during the project-planning phase of industrial investments. As discussed 

above, not all risks need to be visible at first sight; some of them may be hid-

den underneath the surface of everyday business.  

Therefore, a systematic scanning of all possible risk categories is necessary. 

Figure 3-3 provides an overview of possible sources of risks. All these sectors  

should be considered and screened at least briefly, even though one might 
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seem irrelevant for a specific application. Further sectors may be added if  

experience from other projects or benchmarking investments is available 

within the company.  

 

Figure 3-3:  Possible sources of risk for industrial environmental investments (cf. Bekefi and 

Epstein, 2006). 

Furthermore, risks can be identified by scanning all considered cost compo-

nents. Particularly OPEX usually consist of various cost items. Every one of 

them should be taken into account and analyzed in order to identify possible 

influencing risks. To give an example, the results of the examination of the 

cost item ‘catalyst cost’ might be:  

 Only one possible supplier for the catalyst in use. 

 Catalyst prices were unstable over the last few years. 

 The catalyst contains hazardous materials, which might soon  

be banned by law. 

 etc. 

The sole analysis of cost components, however, will not result in a complete 

picture of risks, as some risks may cause costs that cannot be assigned to an 

existing cost item. An example is the costs of removing contaminated soil  

after a reagent tank leakage, which would not be considered at all if the risk 

of a leakage was not considered. 
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If existing, the company risk management can provide useful information dur-

ing the risk identification process. Yet the identification of risks should not be 

limited to screening the risk management information either. The risks for a 

specific installation within a plant might be more detailed than the overall 

considerations of a risk management system and should, therefore, be  

regarded individually (Hubbard 2009). Further information regarding risk 

identification is provided in Hubbard (2009), Project Management Institute 

(2008) and Zsidisin and Ritchie (2008).  

3.3.3 Evaluation and Consideration of Risks 

To evaluate the identified risks, their possible outcomes and the associated 

probabilities of occurrence need to be calculated or estimated first. They are 

primarily depending on the specific application and the corresponding cir-

cumstances and can be forecasted based on company internal or external  

information and experience.  

Once the risks, their outcomes, and probabilities are determined, specific 

risks can be arranged in a portfolio. In risk management literature, the likeli-

hood/consequence portfolio is a widespread tool (Zsidisin and Ritchie 2008). 

The likelihood of the occurrence of a risk is plotted against the consequences, 

more precisely against the level of damage caused by the occurrence of the 

risk, in order to identify the most critical risks. 

For the given application, a modified version of this portfolio shall be intro-

duced. It is specifically tailored to investment decisions as it focuses on the 

monetary outcomes of risks and their influence on the considered cost com-

ponents. It consists of the two axes ‘influenced share of total costs’ and ‘cost 

volatility’. Figure 3-4 displays the portfolio, filled with exemplary risks for sec-

ondary NOX abatement. 

The influenced share of total costs represents the percentage of the total  

(annual) costs that may be influenced by the risk. Important cost components 
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are for example the TCI or the catalyst consumption (for SCR). One risk can 

also influence several cost components. An example is the risk of a lowered 

ELV, which influences operating costs as well as the TCI.  

The cost volatility axis is more complex to scale. Cost volatility can occur as 

one jump or as a continuous process over a certain period of time. Important 

is the range that is covered by these fluctuations in relative and absolute con-

templation. If the expected range of volatility for an uncertain parameter is 

not known in advance, historical data or an external benchmarking can be 

used. To give an example, the cost volatility of permits in the EU might be 

used as an order of magnitude benchmark value for the rest of the world.9  
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Figure 3-4:  Adjusted risk portfolio for long-run investments [PR: Political Risk, TR: Technical 

Risk, ER: Economic Risk, LR: Legal Risk, major influences are e.g. price jumps or mas-

sive cost in-/decreases]. 

                                                                    
9  Such an assumption has to be checked for plausibility, as the circumstances in the EU might 

differ from other regions in the world. This example shall hence not be used without a  

detailed investigation of the local conditions. 
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The resulting portfolio can be grouped in three strategic areas. The upper 

right square contains the most critical risks. For these risks, a detailed inves-

tigation is recommended. Intensive research in order to improve the quality 

of data and forecasts is suitable for risks within this field. The lighter grey 

squares at the top left and bottom right contain risks, which are either critical 

in terms of major cost influence or high volatility. It is within the investor’s 

choice how to assess these risks and to decide, whether to investigate them 

in further detail or not. The risks in the bottom left area are the least critical 

and can e.g. be transferred into a contingency factor in a pre-study level  

approach.  

To support the portfolio analysis presented above, the German Federal  

Environmental Agency provides information on environmental damage and 

the associated costs (Umweltbundesamt 2012). Further investment risks in 

an uncertain policy environment are quantified in Blyth et al. (2007). Standard 

risk management literature also delivers more information on the evaluation 

of risks (cf. e.g. Hubbard 2009; Project Management Institute 2008; Zsidisin 

and Ritchie 2008). Finally, Surminski (2015) provides insights into the particu-

lar aspect of insuring risks with regard to environmental investments in  

developing countries. This broad overview of risks and risk management shall 

serve as a basis for the introduction of decision-making methods under risk in 

the following section. For practical risk management applications, it is cer-

tainly necessary to go into more detail, which is, however, not in the scope of 

this work. 

3.4 Investment Appraisal 

Investment appraisal methods are generally based on the construction of  

decision models serving as decision support (Götze 2008; Hundt 2015). Such 

models simplify and assess the correlations of reality with regard to their prin-

ciples and impacts (Friedemann 1998). Even if important characteristics of the 

investment are considered, a majority of the real world processes is not  
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regarded during investment appraisal (Hundt 2015). Therefore, the results of 

such model-based analyses cannot directly be converted into investment rec-

ommendations. Investment calculation cannot replace investment decisions 

but aims at preparing and supporting them (Kruschwitz 2014). 

Figure 3-5 displays an overview of neoclassical investment appraisal methods. 

The methods considered in this work are marked in dark color, whereas the 

methods in light color go beyond the scope of this work. The total analysis 

aims at conducting a complete comparison of different investment alterna-

tives. Hence, (in theory) it considers all investment, funding, sourcing, pro-

duction, sales and organization decisions of an enterprise with all correlated 

cash flows. In consequence, the discounting of future cash flows is not neces-

sary for this approach, as all information is supposed to be available (Hundt 

2015). In practice, this approach fails due to the complexity and correlations 

of decisions and the difficulty to forecast uncertain future developments 

(Schneider 1992).  

 

Figure 3-5:  Classification of neoclassical investment appraisal methods (cf. Hundt 2015). 
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A first facilitation of the total analysis is the combinatory partial analyses, but 

within the scope of this work, they are still too complex. Instead, the classical 

partial analysis, which does not consider the constant liquidity of the com-

pany, is considered suitable for the underlying application (Hundt 2015). This 

analysis focuses on the question of profitability instead of liquidity. A central 

assumption and major simplification of classical partial analyses is the per-

fectly competitive financial market (Perridon et al. 2017). 

Furthermore, the methods considered in this work focus on single physical 

investments (in contrast to investment program appraisal), which are clearly 

defined and confined regarding their effects (Friedemann 1998). The projects 

are typically characterized by a long-term perspective and a long-term capital 

commitment (Götze et al. 2015). The methods to be presented in the follow-

ing differ with regard to three main aspects: 

 the way they transform cash flows of different years/periods 

 their target measure(s) (decision criteria) 

 their assumptions (Götze et al. 2015). 

The resulting profitability decision is based on two main aspects. The criterion 

of absolute profitability assesses, whether executing an investment is better 

than rejecting it, whereas the relative profitability criterion investigates, 

whether investing in project A is more profitable than investing in project B, 

assuming that A and B are mutually exclusive alternatives (Götze et al. 2015).  

This work focusses on relative profitability, as many environmental invest-

ments are enforced by law. Therefore, it may be known beforehand that  

absolute profitability will not be achieved (‘not to invest is not an option’) but 

the most profitable alternative has to be selected, even though it may still be 

unprofitable in an absolute economic contemplation. 

The aim of the following sections is not to introduce all methods in detail, as 

there is a selection of textbooks with detailed information available (cf. e.g. 

Busse von Colbe et al. 2015; Götze et al. 2015; Perridon et al. 2017; Röhrich 
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2014; Schäfer 2005). Instead, a brief overview shall be provided in order to 

understand the advantages and weaknesses of the methods with regard to 

the application at hand. 

3.4.1 Static Methods 

The static investment appraisal methods are summarized in Table 3-2. They 

are characterized by their temporal assessment of investments, which is 

based on average periods. The cash flows throughout the lifetime are annu-

alized so that the costs and revenues of one average period (year) of different 

investment alternatives can be compared to each other (Busse von Colbe  

et al. 2015). 

Table 3-2:  Static investment appraisal methods (cf. Götze et al. 2015; Röhrich 2014). 

Name 
Decision  
criterion 

Description 

Cost  
comparison  

Average  
annual costs 

Revenues are assumed identical among invest-
ment alternatives so that the comparison of  
alternatives is based on costs only. 
 

Profit  
comparison 

Average  
annual profit 

Considers costs, revenues, and the thereof  
resulting profit of investment alternatives. 
 

Average rate 
of return 

Rate of return 
in % 

Combination of a profit measure with a capital 
measure. The return is expressed as a rate of  
interest, the higher the return, the better the 
rating of the project. It is a relative measure 
that does not take the absolute size of the pro-
jects into account. 
 

Static payback  
period 

Payback time 
in years 

The payback period is the period in which the 
invested capital is regained from the average 
surplus of the project. The shorter the payback 
time, the higher the rating.  
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While the first three methods in Table 3-2 are strictly committed towards a 

monetary return or cost aim, the static payback period method calculates the 

amortization time of an investment (Busse von Colbe et al. 2015). The cost 

comparison is suitable for investment alternatives with similar or unknown 

revenues, the profit comparison allows including the revenues in the calcula-

tion and the average rate of return aims at selecting the most profitable  

investment alternative if resources are limited (Perridon et al. 2017). 

The calculations of all static methods are comparably intuitive from a meth-

odological point of view (Perridon et al. 2017). Depending on the application, 

this may not be the case for the gathering of the underlying data. More details 

and exemplary applications are provided in Busse von Colbe et al. (2015), 

Götze et al. (2015), Perridon et al. (2017) and Röhrich (2014).  

The main criticism with regard to static methods is the ignorance of the tem-

poral course of cash flows. The time value of money is disregarded (Perridon 

et al. 2017). Furthermore, the focus on an average period may emphasize the 

first period, as it is directly in sight, even though it might not be representative 

for the rest of the lifetime (Perridon et al. 2017). Nevertheless, these methods 

are frequently applied due to their easy implementation and transparent and 

intuitive results (Busse von Colbe et al. 2015). 

3.4.2 Dynamic Methods 

The dynamic methods, also called discounted cash flow methods, consider 

the time value of money (Götze et al. 2015). Therefore, all cash flows need to 

refer to the same reference time. If the reference time is prior to the time of 

occurrence of the cash flow, it needs to be discounted, in the opposite case, 

it needs to be compounded. Eq. (3-2) displays both discounting and com-

pounding, with the net present value (NPVt) of the net cash flow NCF at time 

t (cf. eq. (3-3) with CIF: cash inflow; COF: cash outflow), the interest rate r and 

the time of occurrence t (based on the reference time t0, t is positive for future 

periods and negative for periods in the past) (Götze et al. 2015). 
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The net present value NPV of an investment project is calculated in eq. (3-4) 

as the sum of all discounted (or compounded) cash flows that belong to the 

project, i.e. all cash flows throughout the lifetime of the investment (Röhrich 

2014). The resulting NPV represents the capital growth of the investing entity 

caused by the investment (Baecker et al. 2003). Furthermore, the annuity of 

a project can be calculated as the present value of the investment project 

equally distributed to the periods (years) of its lifetime T (eq. (3-5)). This 

method is particularly suitable for the comparison of investments with une-

qual lifetimes (Röhrich 2014). 

𝑁𝑃𝑉𝑡 =
𝑁𝐶𝐹

(1 + 𝑟)𝑡
 (3-2) 

𝑁𝐶𝐹 = 𝐶𝐼𝐹 − 𝐶𝑂𝐹 (3-3) 

𝑁𝑃𝑉 =∑𝑁𝐶𝐹𝑡 ∙ (1 + 𝑟)
−𝑡

𝑇

𝑡=0

 (3-4) 

𝐴𝑛𝑛𝑢𝑖𝑡𝑦 = 𝑁𝑃𝑉.
(1 + 𝑟)𝑇 ∙ 𝑟

(1 + 𝑟)𝑇 − 1
 (3-5) 

Table 3-3 summarizes the most common dynamic investment appraisal meth-

ods according to Götze et al. (2015) with their investment criterion and a brief 

description. More detailed information is again provided in standard invest-

ment appraisal literature (e.g. Busse von Colbe et al. 2015; Götze et al. 2015; 

Perridon et al. 2017; Röhrich 2014).  

A main difficulty with regard to dynamic investment appraisal methods is the 

definition of an appropriate interest rate and the precise forecasting of future 

cash flows (Röhrich 2014). The Institute of Management Accountants (1996) 

lists further reasons, why dynamic investment appraisal methods are of lim-

ited suitability for environmental investments. Important issues named in this 

reference are the tendency of these methods to favor short-term investments 

and their lacking ability to consider risks. Due to the consideration of the time 

value of money, the dynamic methods inevitably place less emphasis on cash 
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flows later in the investment lifetime. Therefore, severe calculation or deci-

sion discrepancies may occur in case of long-term investments (Institute of 

Management Accountants 1996). This issue will be discussed in further detail 

in chapter 5. 

Table 3-3:  Dynamic investment appraisal methods (cf. Götze et al. 2015). 

Name 
Investment  
criterion 

Description 

Net present value  Present value of 
all project- 
related cash 
flows 

The present value of the gains or losses of 
an investment is calculated by summing 
up all past, present and future cash flows 
of the project discounted or compounded 
to the considered time t. 
 

Annuity Annuity Calculates the annuity of the net present 
value, which allows for an annualized 
comparison of investment projects.  
 

Internal rate of 
return  

Rate of return 
in % 

The internal rate of return is the interest 
rate that leads to an NPV of zero. The 
higher the return rate, the better the rat-
ing of the project. 
 

Dynamic payback 
period  

Payback time in 
years 

The dynamic payback period method is 
similar to the static one, except for the 
consideration of the course of time of 
cash flows. Therefore, all cash flows are 
discounted according to their time of  
occurrence and summed up starting from 
t0. The payback period or amortization 
time is the time it takes until the sum of 
all cash flows becomes positive. 
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3.4.3 Methods for Environmental Investments 

Classical investment appraisal methods have been criticized for several rea-

sons with regard to environmental investments. One main difficulty is that 

many environmental investments generate no or low revenues. Therefore, 

investment appraisal methods with solely economic investment criteria rarely 

promote such investments. Instead, environmental investments are of use for 

the society and the environment as a whole. In the last decade of the 20th 

century, several publications dealt with the problem of evaluating environ-

mental investments. An overview of methods and publications is provided by 

Epstein and Rejc Buhovac (2014), Friedemann (1998) and Institute of Man-

agement Accountants (1996).  

Most of these methods try to take the whole lifecycle of a product into ac-

count and/or internalize external impacts of environmental pollution caused 

by the products. Therefore, directly product-related costs of stakeholders 

(such as the government or the society) are internalized by applying cost fac-

tors like the ones presented by the German federal environmental agency 

(Umweltbundesamt 2012). Most common examples of such methods are the 

Life Cycle Costing (LCC), Full Costing or Activity-Based Costing. 

Another comparable approach is the ecosystem service approach that limits 

the consumption or contamination of natural goods such as water, air or soil, 

by introducing a tax-like monetary instrument depending on the environmen-

tal impact (cf. e.g. Betge 1995; Everard 2017). Schröder and Willeke (1995) 

recommend a process-oriented contemplation of the whole product beyond 

company boundaries, comparable to an LCA but with particular regard to the 

production costs and impacts in different stages of the process. Depending 

on the type of product and manufacturing technique, there may be company 

external impacts based on internal investment decisions. Others, such as 

Schaltegger and Sturm (1994), Lange and Ukena (1996) or Zimmer (2016) rec-

ommend multi-criteria decision-making methods that integrate not only 

monetary but also environmental and social aspects in the decision-making. 
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Yet, these approaches have no influence on the internal economic reasona-

bility of an investment. Instead, they address investors with diversified moti-

vation, which is not only based on economic aspects. However, incentives for 

such motivation are scarce and policy measures such as public funding 

schemes target the ‘traditional’ economic motivation as well. Therefore, the 

methods mentioned above will not be further introduced and considered in 

the following, even though their merits in terms of a comprehensive contem-

plation shall be acknowledged. 

3.4.4 Investment Appraisal under Uncertainty 

The methods described above aimed at deterministic investment decisions, 

i.e. all input parameters were assumed certain. This is a major simplification 

and falsification of real-world problems, as future-related input data can 

hardly ever be considered certain (Perridon et al. 2017). Therefore, Table 3-4 

displays a selection of appraisal methods under uncertainty.  

These methods are mostly extensions of the methods under certainty. To give 

an example, the NPV method is often used for evaluating uncertain invest-

ments. The results under certainty form the basis, which is then further inves-

tigated according to one of the methods described below (Perridon et al. 

2017). Hence, the decision criterion is not mentioned in Table 3-4, as it  

depends on the original investment appraisal method to be used.   

A method that is not mentioned separately in the table above is the scenario 

analysis. This method can be applied in combination with all above-men-

tioned methods and is commonly used to reduce the complexity of the deci-

sion-making. Instead of calculating a large number of incremental steps of 

different input values, scenarios can be defined by the decision-makers and 

investigated according to the selected appraisal method (Busse von Colbe et 

al. 2015). This approach allows including the expertise of decision-makers and 

forecasts. Yet, it may also limit the validity of the results, as the defined  
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scenarios may not suit the actual future development (Schätter 2016). More 

details regarding the scenario analysis are provided in Hassani (2016) and 

Schätter (2016). 

Table 3-4:  Appraisal methods for investments under uncertainty (cf. Götze et al. 2015). 

Name Description 

Risk-adjusted 
analysis 

The input data for investment appraisal methods is adjusted in 
order to account for the risk involved. A typical example is the use 
of a risk-adjusted interest rate, but risky cash flows or the eco-
nomic life can be adopted as well. 
 

Sensitivity 
analysis 

It investigates how much the target value changes when input  
parameters vary, or which critical input thresholds need to be 
reached in order to achieve a certain target value. Furthermore, 
the robustness of the results can be tested. 
 

Risk analysis The risk analysis assumes probability distributions for uncertain 
inputs. Taking the interdependencies between input and target 
measures into account, a probability distribution of possible val-
ues of a target measure can be derived. 
 

Decision-tree 
method 

Dynamic, model-based approach that investigates series of deci-
sions in a scenario based environment. It may incorporate the 
gain of new information in between the subsequent decision 
times. Will be explained in more detail in section 3.5.3.2. 
 

Option pricing 
models 

Will be discussed in detail in section 3.5. 
 
 

 

A further way to investigate possible future developments is the use of sto-

chastic processes, evaluated for example by a Monte-Carlo-Simulation. This 

approach is particularly suitable for continuously developing parameters such 

as prices that are commonly considered in risk analyses and option pricing 

 

models and will be introduced and discussed in section 3.5.4.  
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Due to its relevance for the work at hand, the risk-adjusted analysis (with par-

ticular regard to the risk-adjusted interest rate) and the sensitivity analysis 

will be briefly introduced in the following. More information on all mentioned 

appraisal methods is provided in e.g. Baecker et al. (2003), Busse von Colbe 

et al. (2015), Hering (2008), Perridon et al. (2017) and Röhrich (2014). 

The sensitivity analysis tests the robustness of a solution. Selected input val-

ues are intentionally varied in order to analyze their influence on the results. 

It hence examines the extent to which certain parameters (model coeffi-

cients) can be changed without affecting the decision (Perridon et al. 2017). 

This method is particularly suited to investigating non-stochastic input param-

eters (such as the TCI, the depreciation time, the interest rate, etc.) or to find 

boundary values for stochastic inputs such as commodity prices (Götze et al. 

2015). The method is rather easy to handle, its main criticism is the missing 

consideration of interdependencies between variables (Baecker et al. 2003; 

Götze et al. 2015).  

The risk-adjusted interest rate can be applied for dynamic appraisal methods 

only. A risk bonus is added to the risk-free interest rate in order to account 

for the project risks (Perridon et al. 2017). It is very difficult to determine the 

risk-adjusted discount rate properly. One alternative for all tradeable assets 

is the Capital Asset Pricing Model (CAPM), which was developed for financial 

assets and is explained in detail in finance literature (cf. Hull 2012; Krug 2015). 

In practice, the risk-adjusted discount rate is often not more than a good 

guess of the decision-makers or a standard value for the whole enterprise or 

sector that is not adapted to the specifics of the considered investment deci-

sion (Peters et al. 2003). Due to these difficulties, the Institute of Manage-

ment Accountants (1996) recommends for environmental investments to 

make adjustments to the cost and benefit profiles rather than to the discount 

rate, as they apply independently of the time value of money and they are 

easier to be estimated at satisfying accuracy. 
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A further characteristic of uncertain investment decisions is that there may 

be differing decision recommendations depending on the assumed state of 

input parameters. While a best-case scenario might recommend investment 

alternative A, the base-case or worst-case scenario (or any other investigated 

scenario) might recommend different investment alternatives. In these cases, 

decision theory provides several alternative decision-making rules, two pop-

ular examples are the Maximin- or the Hurwicz-rule (Umweltbundesamt 

2012). The selection depends on the characteristics of the investment and  

on the risk preference of the decision-maker. Furthermore, utility functions  

of the decision-maker can be assumed (Busse von Colbe et al. 2015;  

Bikhchandani et al. 2013). More details and a full list of decision rules are pro-

vided in e.g. Bamberg et al. (2012), Bikhchandani et al. (2013), Götze et al. 

(2015) and Laux et al. (2014).  

Finally, the investment appraisal method that is appropriate for the applica-

tion needs to be selected according to the risks and uncertainties to be con-

sidered and the relevant circumstances. Relevant circumstances are not only 

external influences but also company specific experience, guidelines and cul-

ture. The more complex methods are generally expected to deliver increas-

ingly detailed results. Yet it should be favored to use a method that can be 

handled properly, rather than completely ignoring risks and uncertainties if 

the complexity of other methods overburdens the decision-maker(s). 

3.5 Real Option Analysis (ROA) 

ROA goes back to Black and Scholes (1973) and was pioneered by Myers 

(1977) before being broadly discussed and applied to investment projects 

over the last decades. Lee (2011, p. 4445) summarizes the basic idea of ROA, 

stating that “a firm that decides to make an irreversible investment exercises 

an option. The lost option value is an opportunity cost that must be incorpo-

rated in the assessment of the investment cost, i.e. an essential feature in  

explaining the lack of consistency between neoclassical investment theory and 
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investment behavior.” ROA can incorporate managerial flexibility with regard 

to several types of options, an overview is provided in section 3.5.1 and by 

Brach (2003), Lee (2011), and Trigeorgis (1996). Three common characteris-

tics of financial and real options are the irreversibility of the decision when 

executing the option, the flexibility of execution10 and the uncertainty about 

the future development of value-determining parameters (Hundt 2015).  

According to Hommel and Pritsch (1999), ROA is particularly recommended 

in applications with high managerial flexibility and high overall risk.  

The ROA approach came up because classical investment appraisal methods 

have been criticized for several reasons. Sarkis and Tamarkin (2005, p. 290) 

state that “every project that may be delayed competes with itself at future 

dates”. Traditional investment appraisal methods usually consider either  

reversible or now-or-never decisions (Dixit and Pindyck 1994). Especially  

regarding irreversible investments, this is a major simplification that does not 

account for the actual situation of an investor (Zhou et al. 2010). Several more 

issues have been criticized accordingly. A further discussion of difficulties and 

failures of NPV-based decision-making, particularly related to the estimation 

of risk-adjusted interest rates, is provided by Hull (2012, pp. 765–766). 

In general, ROA is characterized by the determination of a real option value, 

which is an opportunity cost item subtracted from the NPV of an investment 

when exercising the option (Dixit and Pindyck 1994).11 The real option value 

accounts for the value of managerial flexibility with regard to irreversible  

options. Furthermore, the real option value incorporates the valuation of 

risks and uncertainties. Therefore, the risk-free interest rate can be used for 

the determination of the NPV, which is significantly easier to determine than 

the risk-adjusted interest rate (Brach 2003). 

                                                                    
10  An option gives its holder the right, but no obligation to execute it (i.e. to take an action at a 

predefined cost) in the future (Trigeorgis and Reuer 2017). 
11  By exercising the option, the real option value is lost due to the irreversible character of the 

option. Once exercised, the option is no longer available in the future; hence, its value is lost. 
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In the following section, the basics of ROA, existing types of options, option 

valuation methods and relevant stochastic processes will be introduced with 

particular regard to the application in this work. 

3.5.1 Basics and Definitions 

In order to understand and apply ROA, a brief introduction to (financial)  

option theory is necessary. Financial options can be classified in call and put 

options and in American and European options. A call option allows the 

holder to buy an asset at a certain date or within a certain period for a certain 

price, while a put option allows selling an asset at a certain date or within a 

certain period for a certain price (Uszczapowski 2008; Hull 2012).  

American options can be executed at any time between the starting and the 

expiration date, European options can only be exercised on the expiration 

date (Hull 2012). Furthermore, options “are referred to as in the money, at 

the money, or out of the money. If S is the stock price and K is the strike 

price[12], a call option is in the money when S > K, at the money when S = K, 

and out of the money when S < K. A put option is in the money when S < K, at 

the money when S = K, and out of the money when S > K. Clearly, an option 

will be exercised only when it is in the money. In the absence of transactions 

costs, an in-the-money option will always be exercised on the expiration date 

if it has not been exercised previously.” (Hull 2012, p. 201) 

These definitions can be applied accordingly for real options and will be  

referred to in the following. Beyond call and put and European and American 

options, there are several more subcategories and exotic options mentioned 

in financial literature (cf. e.g. Rieger 2016). In the scope of this work, however, 

this standard categorization appears sufficient. 

                                                                    
12  The strike price is the price noted in an option contract that has to be paid for the underly-

ing asset when exercising the option (cf. Hull 2012, p. 7). 
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Many real option problems have been developed and solved over time. Sev-

eral examples are provided by Dixit and Pindyck (1994). The so-called basic 

real option model investigates a project with a value PV following a Geometric 

Brownian Motion. The two main questions are, whether the firm should  

invest in a project and if yes, when. The resulting mathematical problem is an 

optimal stopping problem, which can be solved continuously by a dynamic 

programming approach considering Itô’s Lemma and the smooth pasting and 

value matching conditions (Dixit and Pindyck 1994). 

From a mathematical point of view, the continuous solution of real option 

problems is comparably difficult, as it involves partial differential equations 

and other complex mathematical methods (Peters 2016). With increasing 

complexity of the application, it may not even be possible to solve the partial 

differential equation(s) analytically. This is one of the major drawbacks of its 

practical relevance, as investigated by Ampofo (2017) and He (2007).  

Simplifications are possible by discretizing decisions and/or by the use of nu-

merical approaches. For the application at hand, a further simplification can 

be achieved as the question of whether to invest can often be answered by 

regulation.13 Therefore, the focus is on the question of when to invest, which 

reduces the complexity as no decision threshold has to be defined. Further 

discussions will be provided in the following sections as well as in the model 

description in chapter 5. 

 

                                                                    
13  As policy instruments can enforce investments, the question is no longer if, but when to  

invest. This aspect will be discussed in more detail in 3.6. 
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3.5.2 Types of Options 

Real option literature agrees on several types of options. The precise delimi-

tation, however, varies among different authors. Peters (2016) defines three 

simple types of options, the so-called common options: 

 Option to defer 

 Option to expand or contract 

 Option to abandon (or switch). 

Other options, such as compound, growth, barrier or rainbow options, are 

variations or combinations of simple options, i.e. they are options on options 

(Peters 2016). With regard to the focus of this work, it is considered sufficient 

to explain and understand the three simple options, as they are the basis for 

all other types of options. Further details about more complex options are 

provided for example by Smit and Trigeorgis (2012). A short description of the 

three simple options is provided below. 

3.5.2.1 Option to defer 

The option to defer is one of the most important options for investment  

decision-makers (Hull 2012). As the name implies, it consists of the option to 

delay a project, if uncertainty about future developments overarches a cer-

tain level. The idea of this option is that by waiting a certain period of time, 

uncertainty about future developments of relevant parameters may be  

resolved (or reduced) so that a more elaborated decision can be made (Dixit 

and Pindyck 1994). The option represents an American call option on the 

value of the project (Brach 2003; Hull 2012; Peters 2016).14 

                                                                    
14  In certain applications, it may also be a European option, if there is only one reasonable point 

in time in the future to make the decision. In most cases, however, American options are 

more suitable for industrial applications. 
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3.5.2.2 Option to expand or contract 

The option to expand “is the option to make further investments and increase 

the output if conditions are favorable. It is an American call option on the 

value of additional capacity. The strike price of the call option is the cost of 

creating this additional capacity discounted to the time of option exercise. The 

strike price often depends on the initial investment. If management initially 

choose to build capacity in excess of the expected level of output, the strike 

price can be relatively small.” (Hull 2012, p. 771) 

The option to expand is a typical example of the relevance of real option 

thinking in the context of industrial decision-making. Real option thinking  

(described in more detail in section 3.5.5) describes the deliberate consider-

ation of options during decision-making (Menon and Varadarajan 1992). 

Hence, decision-makers actively incorporate the gained or lost value of creat-

ing or destroying options with regard to future decisions in their current  

decision (Leslie and Michaels 1997). One example of this kind is the prepara-

tion of auxiliary equipment for a later addition of capacity. In this case, a  

future additional installation can be directly integrated into the existing infra-

structure, which may save a significant amount of costs at a later stage, while 

the initial surplus for a higher capacity of the auxiliary equipment may be a 

lot lower. 

The option to contract is the contrary, i.e. the option to reduce operation at 

a later stage. Therefore, it is an American put option on the value of the lost 

capacity (Peters 2016). Its strike price is the present value of the future  

expenditures saved (Hull 2012).  

3.5.2.3 Option to abandon (or switch) 

The option to abandon is an American put option on the project’s value, 

which incurs the option to sell or close down a project. The strike price is the 

liquidation value less any closing-down costs. If the liquidation value is low, 

the strike price can be negative (Hull 2012).  
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More likely than the sole abandonment of a project is to switch the resources 

from one project to another project. Typically, a firm abandons the original 

project and starts a new project at the same time (Peters 2016). The option 

to switch is thus a more complex option because a decision has to be taken 

between two interdependent projects, both involving uncertainty. It can thus 

be considered as an option that consists of two incremental options (Peters 

2016). 

3.5.3 Option Valuation 

Several real option valuation methods have been published over the last dec-

ades, starting with the work of Black and Scholes (1973), which introduces the 

so-called Black-Scholes equation. However, not only Brach (2003, p. 9) criti-

cizes this approach by stating that “the Black Scholes formula, which is used 

to price financial options, may indeed not be the right formula to price many 

real options. Several of the basic assumptions and constraints that come along 

with the Black Scholes equation simply do not hold in the real word (…). This, 

however, does not imply that the use of real options analysis is impractical or 

incorrect. There are other methods to price real options that can be applied.” 

In order to select an appropriate option valuation method for the given appli-

cation, it is important to understand the basics of real option pricing methods. 

Baecker et al. (2003) provide an overview of methods to valuate options  

(Figure 3-6). In the following, the approaches that are considered the most 

relevant for the type of applications at hand will be introduced briefly. For 

further understanding and implementation of the most common approaches 

Brach (2003), Hull (2012), Kodukula and Papudesu (2006) and Peters (2016) 

provide descriptive explanations and examples. 
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Figure 3-6: Option pricing methods (Baecker et al. 2003). 

3.5.3.1 Analytic Approaches 

In the history of option valuation, a variety of analytic solutions for real option 

problems has been published (cf. Brach 2003). The most common analytic  

approach, particularly used for financial option valuation, is the Black-Scholes 

equation and modifications or approximations thereof.  

Black and Scholes (1973) developed a partial differential equation (PDE) that 

offers a closed-form solution for dividend-free European call options based 

on a continuous time stochastic process (Geometric Brownian Motion). The 

idea of the Black-Scholes equation is to valuate options based on only five 

parameters. The PDE can be noted as displayed in equation (3-6) 
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𝜕𝑂𝑃
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𝜕𝑆
+
1

2
𝜎2𝑆2

𝜕2𝑂𝑃

𝜕𝑆2
= 𝑟𝑂𝑃   (3-6) 

with the parameters: 

𝑂𝑃 = price of a call option or other derivative contingent on S 

𝑆 = stock price 

𝑡 = time between 0 and T (maturity date) 

𝑟 = risk-free interest rate 

𝜎 = price volatility of the underlying stock (Hull 2012). 

The PDE can also be adapted to other types of options or stochastic processes, 

yet the resulting PDE might require a numeric solution. More details about 

the PDE, possible solutions and necessary assumptions are provided in Hull 

(2012). This approach is comparably easy to use due to the closed-form solu-

tion. However, it lacks transparency regarding the influence of individual  

parameters, assumptions and boundary conditions (Uszczapowski 2008). It is 

suitable for low-dimensional problems, which means in contrary that solu-

tions for multi-dimensional problems (like many industrial investment deci-

sions) are difficult to achieve (Longstaff and Schwartz 2001; Stentoft 2004). 

For applications that cannot be solved analytically, it may be possible to  

derive closed-form solutions for approximations of the original problem. To 

give an example, two or more correlated variables could be integrated into 

one variable in order to reduce the dimensions of the problem. Depending on 

the type of problem and the required accuracy of the results, such approxi-

mations might still deliver acceptable results, especially in case of order of 

magnitude studies. The advantage of this approach is its simplicity, whereas 

the impact of simplifications might falsify the results and disguise the influ-

ence of specific parameters (Baecker et al. 2003). 
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3.5.3.2 Numerical approaches 

The scheme in Figure 3-6 classified the numeric option valuation approaches 

in three subcategories. In the following, a short introduction to all of them 

will be provided, with an emphasis on the approximation of stochastic pro-

cesses, which is considered most relevant for the given type of application. 

3.5.3.2.1 Approximation of the PDE 

In order to avoid the difficulties of solving a PDE, the discrete equivalent of 

the PDE can be used for option valuation (Baecker et al. 2003). Possible meth-

ods to solve the resulting problem are the finite differences and finite ele-

ment methods.  

Such approaches are frequently used in the fields of engineering and natural 

sciences. In economics and finance, there are scientific discussions (Trigeorgis 

1996), but applications in the field of real options are comparably scarce 

(Baecker et al. 2003). Especially for multidimensional problems, the complexity 

is very difficult to handle (Hommel and Lehmann 2001; Baecker et al. 2003). 

3.5.3.2.2 Approximation of the stochastic process 

As discussed above, a common characteristic of real option applications is the 

existence of at least one uncertain parameter. This/these parameter(s) is/are 

often assumed to follow a stochastic process. Depending on the type of para-

A brief introduction of frequently used methods for different types of  

processes is provided below. Important characteristics of the stochastic pro-

cesses are (amongst others) the range of possible states of the investigated 

parameter, continuous or discrete contemplation and interdependencies  

between past and future developments (e.g. Markov property). 

 

meter, different processes are more or less suitable (cf. 3.5.4).  
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3.5.3.2.3 Option Pricing Trees (Binomial Pricing Model) 

The basic (i.e. binomial) option pricing tree is based on the binomial pricing 

model of Cox et al. (1979). Its idea is not to use a PDE or estimates of volatility 

but probability distributions of state variables to evaluate future develop-

ments. In the easiest (the binomial) case, there are only two possible states 

of the asset value, an upper and a lower one (cf. Figure 3-7). Equation (3-7) 

displays the value of the asset S in t1 with the path probability q, the factor 

for ‘path up’ u and the factor for ‘path down’ d (Brach 2003; Hull 2012). 

 

Figure 3-7:  Schematic example of a pricing tree branch (cf. Hull 2012). 

                                                                    
15  A levered hedge or riskless portfolio is a portfolio of assets that achieves the same outcome 

at the end of its life, no matter which way the price of the share moves. A detailed explanation 

is provided in Hull (2012, p. 254) and Peters (2016, p. 36). 

S1=dS0

 

Time 

S0 

q S1=uS0 

1-q 

𝑆1 =
[𝑞 ∙ 𝑢𝑆0 + (1 − 𝑞) ∙ 𝑑𝑆0]

(1 + 𝑟)𝑡
 (3-7) 

By setting up a riskless portfolio, also called levered hedge 15, Cox et al. (1979) 

derived a formula for pricing financial options. As long as the characteristics 

and assumptions of real options follow the same rules, this formula can also 

be used for real options. A detailed introduction is provided in several publi-

cations, cf. Brach (2003), Hull (2012), Kodukula and Papudesu (2006) and  

Peters (2016). 
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Pricing trees are based on a discrete time scheme which suits the needs of 

most industrial investment decisions. Multidimensional problems are difficult 

to implement as the calculation effort increases exponentially with the num-

ber of nodes and branches to be considered (Hull 2012). The difficult predic-

tion of future states and probability distributions is another disadvantage of 

this method. However, there is a comparably large number of studies for real 

option applications based on this approach (Lee and Shih 2010; cf. e.g. Hundt 

2015; Xu et al. 2013), so that its practical relevance is certainly not to be  

denied. A detailed discussion of the method and its applications is provided 

by Brach (2003) and Kodukula and Papudesu (2006). 

3.5.3.2.4 Monte-Carlo-Simulation 

The idea of Monte-Carlo-Simulation is to model and assess a large number of 

exemplary paths following the rules of the underlying stochastic process. The 

mean of the results of all paths (no matter if it is the NPV in case of standard 

investment appraisal or the real option value in case of ROA) can be regarded 

as the risk-neutral expected value (Baecker et al. 2003). 

Monte-Carlo-Simulation is a flexible tool that can be adapted to the specific 

needs of the application, examples are provided by Laurikka and Koljonen 

(2006) and Muche (2007). Especially in case of real option applications with 

characteristics that do not (fully) comply with standard financial option fea-

tures, it is possible to adopt the simulation to the specific needs. In the case 

of American options, however, the use of a standard Monte-Carlo-Simulation 

is more difficult, as early exercise opportunities cannot be assessed directly 

(Hull 2012). One possibility for such applications is to discretize American  

options and regard them as a series of European options that can be handled 

with a dynamic programming approach (cf. 3.5.4.4). Moreover, a modification 

of standard Monte-Carlo-Simulation has been developed specifically for 

American option valuation: the Least Squares Monte-Carlo-Simulation. 
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3.5.3.2.5 Least Squares Monte-Carlo-Simulation (LSM) 

The LSM approach, published by Longstaff and Schwartz (2001) and discussed 

by Stentoft (2004) is an approach specifically suited to multidimensional 

American option applications. Its aim is to approximate the value of American 

options by simulation, keeping the computational effort low in relation to the 

complexity of the problem, while still achieving high-quality results. The basic 

idea is to “regress the ex post realized payoffs from continuation on functions 

of the values of the state variables.” (Longstaff and Schwartz 2001, p. 114) 

Various types of stochastic processes, such as Geometric Brownian Motions, 

but also jump diffusions or other more exotic processes can be handled by 

LSM. Yet, in the case of multidimensional problems, the considered factors 

need to correlate to a certain extent. Otherwise, a least-squares regression 

will not deliver reasonable results (Longstaff and Schwartz 2001). Exemplary 

applications in the energy sector were published by Boomsma et al. (2012) 

and Zhu and Fan (2011). 

Further modifications and advancements of Monte-Carlo-Simulation, such as 

the Exercise Boundary Parameterization Approach (EBP) shall be mentioned 

here for the sake of completeness (cf. Hull 2012). Yet, such approaches are 

not considered relevant for the given application and shall hence not be  

introduced in more detail. 

3.5.3.3 Others 

Regarding the methods summarized as ‘others’ in Figure 3-6, the artificial 

neural network approach is of particular interest in the real options commu-

nity. It is designed for a large set of input data compared to a significantly 

lower amount of output data or state variables.  

Taudes et al. (1998) provide an illustrative example of a company that wants 

to decide which product to produce in order to maximize the output. Based 

on various input parameters, the self-learning network teaches itself, which 

variables are most important and which thresholds they need to reach in  
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order to adapt the strategy. Hahn (2013) and Taudes et al. (1998) provide 

more detailed information about the mathematical implementation of such a 

network. 

The most important disadvantage of this approach is the large amount of data 

that is needed to set up and calibrate the network (Yang et al. 2017). In an 

industrial context, if data is available, it is usually historic data so that the  

approach assumes a forward projection not only of stochastic data (as other 

stochastic approaches do as well) but also of the influence and relevance of 

specific parameters in the past. Depending on the context of the application, 

this does not necessarily suit the actual situation. Furthermore, the determi-

nation of the major influencing factors usually happens in a black box envi-

ronment. Without detailed knowledge of the methodology itself and the  

underlying data, it will be hardly possible for managers or investors to under-

stand the drivers and mechanisms of the evaluation process (cf. Mostafa et 

al. 2017).  

Genetic algorithms and numeric integration face the same difficulties. With-

out going into detail, genetic algorithms are an alternative to the recursive 

Bellman optimization16 for optimization applications. However, the lacking 

transparency and the complexity of the underlying problem do not support 

the use of such an approach in the context of this work (cf. Yang et al. 2017). 

Furthermore, unlike in the financial sector, most industrial real option appli-

cations do not require the high level of detail and accuracy these models can 

achieve but focus on the general understanding and consideration of the 

value of options (cf. Yang et al. 2017). 

A brief literature survey identified some studies and exemplary applications 

of these ‘other’ methodologies in the field of real options, yet most works 

focus on highly detailed option pricing models rather than on practice- 

                                                                    
16  Also called dynamic programming, cf. 3.5.4.4. 
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oriented comprehensible applications.17 This leads to the assumption that the 

disadvantages mentioned above (particularly the complexity of the methods 

and the huge amount of data required) dominate the advantages for the type 

of applications regarded in the work at hand. 

3.5.3.4 Comparison 

Table 3-5:  Characteristics of the most suitable option valuation methods. 

 Black-Scholes 
equation 

Option pricing 
trees 

Monte-Carlo-  
Simulation 

LSM 

Focus type 
of options 

European Primarily European American 

Time 
scheme 

Continuous Discrete 

Multi- 
dimen-
sionality 

Hardly  
possible 

Computation-
ally limited 

Possible, but  
dependencies 
may blur 

Possible, if variables 
correlate 

Quality of  
results 

Analytic  
solution 

Depending on the quality of in-
put/forecasting data and applica-
bility of the method (according to 
the predefined assumptions) 

Depending on qual-
ity of input data. 
Degree of input  
parameter correla-
tion determines 
quality of the  
regression. 

Complexity/ 
computa-
tional effort 

Low, if  
parameters 
are  
available 

Exponentially 
increasing with 
number of 
branches 

Comparably low, 
depending on 
the stochastic 
process and the 
number of runs 

Higher than MCS 
due to regression, 
but still manageable 
for many applica-
tions 

Trans-
parency 

Black-box, 
non-transpar-
ent influences 
(e.g. volatility, 
drift) 

Illustrative if 
number and 
type of alterna-
tives is clear 

‘Easy’ to  
understand,  
frequently used 

More complex but 
still ‘easy’ to under-
stand. Interdepend-
encies between  
influencing parame-
ters may be ignored 

                                                                    
17  Important publications in this field are summarized by Baecker et al. (2003, p. 30), Mostafa 

and Dillon (2008) and more recently by Yang et al. (2017). 
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Table 3-5 provides an overview of the option pricing methods that are con-

sidered most relevant for the regarded application. It reveals major method-

ological deviations between the analytic Black-Scholes equation and the  

numeric approaches. LSM is mentioned individually due to its specific charac-

teristics, even though it is an extension of standard Monte-Carlo-Simulation. 

3.5.4 Stochastic Processes and  
Dynamic Programming 

Stochastic processes are fundamental to the use and implementation of most 

option valuation techniques. Therefore, a brief introduction, with a particular 

focus on the processes considered relevant for the application at hand is pro-

vided below. Furthermore, the dynamic programming approach as an optimi-

zation technique will be used for the implementation in chapter 5 and shall 

hence be introduced here. 

3.5.4.1 Geometric Brownian Motion (GBM) 

The most frequently used stochastic process for real option applications is the 

Geometric Brownian Motion.18 Its idea is that in a small period of time, the 

development of the underlying parameter is normally distributed and the  

developments in two non-overlapping periods are independent (Hull 2012). 

The value of the uncertain parameter at a future time has a lognormal distri-

bution (Hull 2012). Detailed descriptions about the GBM are provided in var-

ious publications. The following description is based on Ammann (2001), Hull 

(2012), Petters and Dong (2016) and Ross (2011). A stochastic process St is 

called a Geometric Brownian Motion (GBM) with drift μ and volatility σ if it is 

a solution of the stochastic differential equation in (3-8) where μ and σ > 0 

are constant and ΔW is defined as a Wiener process, and 𝜖 is a normally dis-

tributed random number (cf. eq. (3-9)). 

                                                                    
18  The GBM and its assumptions are e.g. used for the Black–Scholes model (Hull 2012). 
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𝑑𝑆𝑡 = 𝑆𝑡𝜇𝑑𝑡 + 𝑆𝑡𝜎𝑑𝑊 (3-8) 

∆𝑊 = 𝜖√∆𝑡 =  √∆𝑡 𝒩(0,1) (3-9) 

For a further discussion of the GBM in continuous time shall be referred to 

the already mentioned literature. As the model implementation in this work 

is based on discrete time steps, a discrete approximation of the continuous 

process can be used for price path simulations. Ammann (2001) and Xu et al. 

(2013) mention the approximation in eq. (3-10) whereas (Hull 2012) uses the 

approximation in eq. (3-11). The expected mean of the process is calculated 

in eq. (3-12). 

𝑆𝑡 = 𝑆0 + ∆S = 𝑆0𝑒
(𝜇−

1
2
𝜎2)𝑡+𝜎𝜖√∆𝑡

 (3-10) 

∆𝑆 = 𝜇𝑆0∆𝑡 + 𝜎𝑆0𝜖√∆𝑡 (3-11) 

𝔼[𝑆𝑡] = 𝑆0𝑒
𝜇𝑡 (3-12) 

The discrete time simulation of a price path following GBM is based on the 

random walk approach (Petters and Dong 2016). For every considered time 

step t the value is statistically determined according to equation (3-10) or 

(3-11). The value of the next period hence only depends on the value of the 

current period, without considering the previous step. Therefore this process 

is said to have ‘no memory’ as it is not influenced by its past development but 

only by its current state, the random distribution of ΔW and the drift and vol-

atility constants. It thus follows the strong Markov property, which may seem 

counterintuitive for price developments and can be a major simplification for 

many applications (Peters 2016). Furthermore, GBM is a non-negative pro-

cess, i.e. it will never reach or drop below zero, which suits the characteristics 

of the price paths for most industrial commodities (Ross 2011). 
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The applicability of GBM for economic developments of various kinds has 

been investigated by Marathe and Ryan (2005). They conclude that some his-

torical developments did follow the rules of a GBM yet others did not. Its  

applicability is thus questionable yet there is no perfect process model suiting 

all kinds of developments. To a certain extent, GBM can be applied for price 

paths, at least in early planning stages. However, it should not solely be relied 

on this approach without questioning its assumptions and simplifications, 

particularly when investigating newly introduced processes or disruptive  

future developments. 

3.5.4.2 Mean-Reverting Processes 

Mean-reverting processes are frequently used for modeling commodity 

prices in financial applications.19 The main idea is that on the long-run, the 

price of a commodity is linked to its long-run marginal costs. This effect is only 

reflected by mean-reverting processes but not by GBM (Ewald and Yang 

2008). 

A broad variety of such processes has been introduced in the past. One  

famous example is the so-called Geometric Ornstein-Uhlenbeck process, used 

by Dixit and Pindyck (1994) for pricing real options, as displayed in eq. (3-13). 

Equation (3-14) represents a discrete time approximation of the continuous 

process, which was applied in e.g. Campbell (2013) and Insley and Rollins 

(2005). c is the price of the considered commodity, 𝑐̅ the long-run price aver-

age, 𝛽 the mean reversion parameter, σ the volatility and dW an increment 

of a Wiener process. 𝜖 is a normal distribution with the parameters 𝒩(0,1). 

𝑑𝑆 = 𝛽(𝑆̅ − 𝑆)𝑑𝑡 + 𝜎𝑆𝑑𝑊 (3-13) 

𝑆𝑡 − 𝑆𝑡−1 = 𝛽Δ𝑡(𝑆̅ − 𝑆𝑡−1)𝑑𝑡 + 𝜎𝑆𝑡−1√Δ𝑡 ∙ 𝜖𝑡 (3-14) 

                                                                    
19  Lutz (2010) provides a broad overview of exemplary applications and more detailed  

explanations. 
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This mean-reverting process is a special case of a general Itô process. It does 

not consider a drift parameter, as the long-run price is expected to be a con-

stant value (Insley and Rollins 2005). It will be discussed in section 3.6.2, why 

this type of processes is not of particular interest for the application at hand.  

Mean-reverting processes with drift exist as well, are, however, mathemati-

cally more complex and therefore not regarded in further detail in this work. 

Particularly the contemplation of only a few (usually less than 10) decision 

times, opposes the use of such computationally complex processes and limits 

their advantages in contrast to GBM. 

3.5.4.3 Jump Processes 

Prices or other expenses do not necessarily follow continuous processes such 

as the GBM or mean-reverting processes. They may also jump in case of dis-

ruptive events. A reason for such jumps can be policy measures. Tolls or taxes, 

as well as other monetary policy instruments, may cause price jumps when 

they come into force. Such jumps can occur in both directions, i.e. prices and 

costs can increase or decrease (e.g. caused by funding schemes) but again, 

they are usually not expected to drop below zero. 

One way to implement jumps mathematically are the so-called jump-diffusion 

processes, which combine a continuous price process with jump events. They 

were first introduced by Merton (1976) and are explained in detail by e.g. Kou 

(2002). Yet for the application at hand it is considered sufficient to simulate 

possible jumps as Markov jumps and combine them directly (by summing up 

the values of both processes) with the stochastic price paths.20 The details of 

the implementation will be explained in chapter 5. This approach is more  

intuitive and can easily be adapted to the assumptions of specific scenarios.21 

                                                                    
20  Due to the comparably small number of decision times, a large number of Monte-Carlo paths 

can be calculated, which increases the quality and reproducibility of the results. 
21  E.g. jumps can be allowed in every or only in predefined periods, the number of jumps can be 

limited, the value of future states (i.e. the height of the jumps) can be randomized, etc. 



3  Decision-Making for Environmental Investments 

114 

Markov jumps are defined as jumps that follow the strong Markov property, 

i.e. they only depend on the current state of the considered variable and  

the transition probability matrix, independently of the history of the process 

(Ibe 2013).  

An exemplary transition matrix is displayed in Table 3-6. In this case, if the 

variable is in state A at time t0, the probability that it will stay in A in t1 is 0.9 

and the probability for a shift to B is 0.1. If the process is once in state B, it 

will never jump back, as the probability for a shift from B to A is 0. This exam-

ple hence displays a single shifting option, which could be the case for a cut 

back of an investment support scheme. Once it has been eliminated, there is 

‘no way back’ considered. By modifying the numbers, a shift back can be  

allowed as well. 

Table 3-6: Transition Matrix with exemplary probabilities for the application at hand. 

 A B 

A 0.9 0.1 

B 0 1 

 

If the jump times are discrete, the process is also called a Markov chain, which 

is the most relevant case for the application in this work (Ibe 2013). Further-

more, a finite number of jumps in a finite interval are considered in the appli-

cation at hand. The process can hence be called a pure jump process, in con-

trast to an explosive process with an infinite number of jumps in a finite 

interval (Ibe 2013). 
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3.5.4.4 Dynamic Programming 

Dynamic programming, also known as backward induction, is a technique to 

solve dynamic optimization problems. The technique is based on the idea of 

separating a dynamic optimization problem (e.g. timing of an investment pro-

ject) in a series of static sub-problems which are easier to be solved than the 

overall problem (Eeckhoudt et al. 2005; Peters 2016; Ross 2011).  

Therefore, a sequence of (at least two) decisions in consecutive periods is  

investigated. The objective is to maximize the expected value of the project 

payoff. The backward induction is based on the idea that first the last-period 

problem is solved for every possible outcome depending on the possible 

range of situations (state variable(s)) at the beginning of the period  

(Eeckhoudt et al. 2005). Regarding an investment decision, the situation at 

the beginning could be either ‘investment executed’ or ‘investment delayed’. 

As there are no consecutive decisions in the last period, there is no continua-

tion value, which accounts for future decisions. The optimal strategy can 

hence directly be selected for this period as the strategy with the highest pro-

ject value (Peters 2016).  

In the next step, the preceding period is considered by calculating the project 

values of all possible outcomes for the decision in this period. In case of con-

tinuation, the continuation value (e.g. the project value of the optimal strat-

egy) for the succeeding period is added in order to determine the total value. 

In case of investment execution, there is no further decision in the succeeding 

period (as the investment can only be executed once), so that the cash flows 

caused by the investment for both periods can be summed up directly (Ross 

2011). Again, the maximum value of the continuation and the execution strat-

egy is then selected and regarded as continuation value for the preceding  

period. This backward process continues back to the first period under inves-

tigation and the strategy with the highest expected value can be derived  

(Peters 2016).  
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The process description above is based on a discrete time contemplation. For 

continuous time problems, the calculations are more complex as the problem 

results in a partial differential equation, the Bellman equation, which is also 

called the fundamental equation of optimality (Peters 2016). As this work  

focuses on discrete contemplations, the continuous calculations shall not be 

further introduced here. Details are provided for example in the new edition 

of the original work of Bellman (2013). 

3.5.5 Real Option Thinking 

Beyond the mathematical computation and consideration of real options, the 

basic concept of real option thinking shall be briefly introduced, due to its 

relevance in the given context. Particularly with regard to deriving policy con-

clusions, it is often not possible to consider all sorts of options and influencing 

aspects in a detailed mathematical model. In these cases, it may help to con-

sider the idea of thinking in options at least qualitatively. 

Menon and Varadarajan (1992) and Pritsch and Weber (2001) describe the 

conceptual use of ROA as a mental model in the minds of decision-makers: 

“Projects and studies commonly provide concepts, assumptions, models, and 

theories, which can enter into managers’ orientations toward priorities, the 

manner in which they formulate problems, the range of solutions they convey, 

and the criteria of choice they apply” (Menon and Varadarajan 1992, p. 56). 

Leslie and Michaels (1997) also mention the term ‘option thinking’ in this  

context.  

The effects of real option thinking on environmental investments can be man-

ifold. A very general conclusion of the real option theory is that the real option 

value increases with increasing uncertainty. As many industrial environmen-

tal investments are hardly economically and technically reversible (i.e. a dis-

investment would cause a severe effort), the execution of an investment usu-

ally includes a loss of options. Therefore, the importance of real options 
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increases with the level of uncertainty that needs to be considered, no matter 

if the uncertainty is caused by policy, economics, nature, or other sources. 

Furthermore, real option thinking is closely linked to behavioral economics. 

An important aspect in this context is not only the question, whether the  

implications of real option thinking are correct, but also to which extent deci-

sion-makers already think in options or which effects could be achieved if they 

were trained to do so. This area of future research, as well as policy implica-

tions of real option thinking, will be further discussed in section 6.5. 

3.6 Application Specific Conclusions 

The ROA method has been selected for the investigation of the investment 

decision in this work, due to its ability to consider (deferral) options. Particu-

larly in the energy sector with its various sources of uncertainty and risk, ROA 

has been used frequently in recent years. Exemplary case studies are pro-

vided by Adkins and Paxson (2016), Balikcioglu et al. (2011), Boomsma et al. 

(2012), Buurman and Babovic (2017), Detert and Kotani (2013), Eryilmaz and 

Homans (2016), Fernandes et al. (2011), Kelly et al. (2016), Lee (2011), 

Linnerud et al. (2014), Maxwell and Davison (2015), Park (2012), Pindyck 

(2002), Reedman et al. (2006), Ritzenhofen and Spinler (2016), Sekar (2005), 

Szolgayova et al. (2008), Welling et al. (2015) and Zhu and Fan (2011).  

For CO2 emission reduction applications, an integral approach is frequently 

chosen. The whole plant, including the abatement options, is taken into  

account with all relevant cash flows. This appears reasonable because with 

the implementation of e.g. certificate trading schemes, the market price of 

CO2 becomes more flexible and the buying or selling of allowances may gain 

new costs or revenues. Therefore, a plant operator might vary the operation 

of his plant depending on the current price of CO2. For other pollutants such 

as NOX, PM or SO2, which are less targeted by political regulation, the influ-

ence is considered a lot lower. Hence, it seems rather unlikely that a market-
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based or policy imposed price for any of these pollutants will ever be a key 

influence parameter for a plant operator to adjust his production output. 

Therefore, the decision-making approach in this work will focus on the emis-

sion control installation with its directly related investments and costs. The 

consideration of revenues is not necessary, as they are not (or hardly) influ-

enced by the operation of an emission abatement system (Sarkis and 

Tamarkin 2005).  

To form a basis for the implementation of the economic part of the modeling 

approach (chapter 5), the main characteristics of the considered investment 

decision and the corresponding options will be introduced and assessed in 

the following, in order to select an appropriate option valuation technique. 

Finally, the main research questions for the modeling approach in chapters 4 

and 5 will be summarized. 

3.6.1 Characteristics of the Option at Hand 

Emission abatement investments in industrial facilities are typically of use for 

the society and economy as a whole but tend to be costly and time-consuming 

for plant operators and investors. Particularly in the energy sector and in  

energy-intensive industries, emission abatement investments are usually 

long-term oriented and cause considerable investments and operating costs 

(cf. Breun et al. 2012). These investments are not economically advantageous, 

but enforced by political regulation, hence, not to invest is not an option.  

Investors face economic appeals to avoid or delay these investments due to 

the negative economic impact on their business. In order to analyze invest-

ment behavior in this context, it is inevitable not only to consider now or 

never investment decisions but to integrate the option of waiting to invest. 

The aim of this work is to investigate, at which point in time the investment 

should be exercised even though it does not become economically viable, but 

causes the least negative economic impact on the investing entity.  
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Furthermore, it shall be concluded, which levers or thresholds policy 

measures need to target in order to influence industrial investment decisions 

effectively. When trying to predict investment decisions of plant operators, 

the economic point of view can be considered by far the most relevant. There-

fore, the modeling approach in the following fully relies on economic and 

company internal investment decision-making criteria (cf. the discussion in 

3.4.3). 

In the field of emission abatement for large industrial plants, the variety of 

techniques is rather limited and the selection is often based predominantly 

on the technical performance of the technology. Therefore, based on tradi-

tional investment appraisal, the main questions are which supplier to choose 

and which technological details to implement.  

Nevertheless, the complexity of the investment decision can be enlarged to 

any extent, as basically all considered cost components, cash-relevant as well 

as imputed cost elements, can be considered uncertain. It is inevitable to  

focus on a certain number and extent of uncertainties in order to understand 

and assess the results properly.  

From an option valuation perspective, the considered application, i.e. the  

option to defer an environmental investment, can be classified as a dividend-

free American call option. The investment decision can be made anytime  

between the start and the end of the decision-making period.22 For investors 

or plant operators, it is usually sufficiently accurate to consider discrete time 

steps, as investment decisions are typically made at certain times, i.e. the end 

of a month, a year, etc., and are not continuously reviewed (Brach 2003).23  

                                                                    
22  The decision-making period can be limited by the regulation in force, e.g. if a certain threshold 

needs to be met until a certain date, or by the plant operator according to his needs with 

regard to the considered forecasts and the decision horizon. 
23  Even though the decision itself may be made at any time, it is considered accurate enough to 

allocate investment decisions at certain time steps. 
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Therefore, the option at hand can also be defined as a series of European call 

options. After every period (e.g. one year), the option can either be executed 

or it expires. If it expires, a new European option starts, lasting until the end 

of the next considered period.  

In common real option applications, the real option analysis is implemented 

as an optimal stopping problem, which aims at defining the threshold value 

PV* at which the option should be executed. These problems, however, do 

not consider an obligation to invest. Instead, it can be optimal never to invest, 

i.e. never to execute the option if the project value PV never reaches PV*.  

In this study, however, the investment needs to be executed at the latest by 

the end of the decision-making period. Therefore, the investment threshold 

PV* may vary among different periods, as the choice of possible actions is 

restricted and becomes increasingly limited towards the end of the decision-

making period. Therefore, a standard solution of a continuous or discrete 

time optimal stopping problem is not applicable in the given case (cf. e.g. Dixit 

and Pindyck 1994). Instead, a rolling-horizon approach will be implemented 

which focusses on the question of whether to invest now or to delay the  

investment to a future period (without predefining the optimal investment 

period).  

The uncertain environment leads to a dual character of the investment deci-

sion. A delay of the investment may cause savings compared to an immediate 

investment, due to technical developments, longer lifetimes or simply the 

time value of money. However, a delay may also cause losses, for example in 

case of discontinued funding schemes or increasing investments or costs, e.g. 

caused by increasing demand in the market. If no significant fluctuations of 

the total project value are to be expected, an environmental investment, 

which does not gain revenues, is delayed as much as legally feasible, ceteris 

paribus. Therefore, disruptive settings need to be considered in order to  

enable an economically reasonable advancing of the investment. Such disrup-

tive settings could be the discontinuation of public support schemes, the  

implementation of fees or taxes or massive shifts in the market structure. 
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Consequently, in this study, the primary question for an investor is, whether 

the financial risk of a delayed investment supports an advanced investment. 

The ‘price’ of the early investment is in the following defined as the imputed 

interest on the CAPEX.  

The option of shutting down a plant due to the cost of emission abatement 

shall not be considered in the following. Even though this option exists in the-

ory as well as in practice, this study focusses on the question when to invest 

after a principal investment decision has been made. More complex options 

such as shut-down or staged investments are also conceivable and therefore 

suggested as future extensions of the work at hand.24  

3.6.2 Selection of an Appropriate Option 
Valuation Method 

Current ROA related research in the field of energy and environment primarily 

focuses on the valuation of options, mainly by developing increasingly sophis-

ticated models (cf. the literature mentioned in 3.6). Despite this intensive  

research in the field, practical applications of ROA in industry are scarce. 

Ampofo (2017) analyzes causes for this situation with special regard to the 

Australian mining sector, a sector that is also strongly influenced by environ-

mental policy. One outcome of this research is that there is, from an industrial 

point of view, a need to find a compromise between complexity and accuracy. 

Lambrecht (2017) supports this statement while listing several more limita-

tions and drawbacks of ROA with regard to its practical application. It goes 

beyond the scope of this work to present and analyze them in detail. How-

ever, the conclusion drawn thereof is to focus this work on the development 

of a transparent, yet reliable methodology.  

                                                                    
24  An exemplary study is provided in Chronopoulos et al. (2016), the importance of staging  

options and choices as a key element of strategy is also described in Hambrick and Fredrick-

son (2001) and Trigeorgis and Reuer (2017). 
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Due to the focus of this work on study-level projects, several simplifications 

and assumptions appear acceptable, such as the assumption of an arbitrage-

free perfect market. Regarding the option valuation technique to be selected, 

the Black and Scholes equation and its approximation procedures are not con-

sidered an appropriate solution for the underlying application, as many sim-

plifications and manipulations would be necessary to convert the original 

problem in a solvable form. Particularly the difficulty to solve multidimen-

sional problems or non-standard stochastic processes is considered critical. 

Beyond these issues, Brach (2003) lists more detailed explanations why the 

Black-Scholes equation is hardly suitable for most practical real option appli-

cations.  

Option pricing trees are frequently applied in real options analyses, yet they 

tend to become very complex in case of multidimensional problems with a 

broad variety of future states.25 Therefore, they are not considered appropri-

ate for the given application either. 

From a theoretical point of view, the LSM approach seems to be the most 

appropriate methodology for the considered application, if, in the case of 

multidimensionality, the regarded variables are sufficiently correlated. Spe-

cific research with regard to this method is certainly an interesting field for 

the future.  

For the application at hand, however, the standard Monte-Carlo-Simulation 

based on a series of European options is considered more suitable due to its 

higher transparency, the lower complexity, and the easier adaptability, even 

though it remains difficult to predict realistic trends and forecasts, especially 

for political risks. The transparent implementation and the rather intuitive  

approach facilitates e.g. sensitivity analyses in order to evaluate the robust-

ness of the results. The most important argument for the use of the standard 

                                                                    
25  Future prices may not only vary between a high and a low level but the whole range in be-

tween is possible. Therefore, the number of branches increases uncontrollably if major sim-

plifications shall be avoided. 
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Monte-Carlo-Simulation, however, is the unspecified degree of correlation of 

uncertain parameters. The limitation to only investigate scenarios with corre-

lating uncertain parameters shall be avoided by using the standard Monte-

Carlo approach, which does not imply such a correlation.  

Furthermore, the assessment of investment decisions in the following will be 

based on a simulation instead of an optimization approach, with the exemp-

tion of the dynamic programming on path level (cf. detailed implementation 

in chapter 5). This facilitates the derivation and assessment of results and  

allows a detailed understanding of the triggers and key influencing parame-

ters of the decision. It further reduces the computing time and enables thus 

a contemplation of a large number of scenarios. 

With regard to the stochastic processes, the case studies will focus on GBM 

and jump processes, because disruptive settings are necessary in order to 

trigger early investments. Therefore, the implementation of a mean-reverting 

process would be possible, the results, however, cannot be expected to reveal 

interesting insights, as a limitation of the process fluctuation reduces the risk 

and hence the incentive to advance an environmental investment. 

3.6.3 Summary of the Research Objectives 

Table 3-7 summarizes again the main research questions for the implementa-

tion of the model in chapters 4 and 5 and the case studies in chapter 6, as 

mentioned already in the introduction. It shall be emphasized again that for 

the investigation at hand, not to invest is not an option. Instead, the consid-

ered option is to advance the investment compared to the latest possible  

legally enforced investment date.  

Due to the missing economic incentive to invest, disruptive settings are nec-

essary to advance such investments. Examples are ending monetary support 

schemes, high fees or taxes on emissions, or increasing investment expendi-

tures. Before these investment strategies will be investigated in detail, the 
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calculation of CAPEX and OPEX of the most common NOX abatement tech-

niques will be assessed in order to derive data for the further investigations 

and to provide a calculation methodology for all company external entities 

(e.g. research or political institutions) who lack complete sets of plant data. 

Table 3-7:  Summary of the main research questions. 

Research question Related chapter 

How can the CAPEX and OPEX for NOX abatement installations 

in LCP be estimated precisely and efficiently in the early stages 

of investment planning or by company external entities? 

4 

How can the optimal timing of the investment be assessed 

based on the ROA approach? 
5 

Which policy instruments influence investment decisions in 

the considered framework in which way? 
6 
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4 Model Part 1: Techno-economic 
Evaluation of NOx Abatement 

The effort and accuracy of study level cost estimates for emission reduction 

measures in large industrial facilities differ a lot depending on the site-specific 

application and the perception and organization of the calculating entity. 

Company internal entities often benefit from broad experiences in other pro-

jects or good contacts to suppliers and manufacturers. Research or policy-

making institutions, however, typically lack plant-specific data and process 

knowledge.  

Therefore, a calculation approach and corresponding reference data for sec-

ondary NOX abatement techniques in fossil-fueled large combustion plants 

are presented in the following. It considers solid1, liquid and gaseous fuels, as 

well as the secondary NOX abatement measures SCR and SNCR. 

The calculation of primary measures is hardly possible without detailed data 

about the furnace and boiler configuration. In general, it can be expected that 

primary measures are cheaper to install and to operate, yet they are, even 

though continuously improving, usually not sufficient to achieve the legally 

enforced ELV (Goldring and Riley 2016). Therefore, in most cases, additional 

secondary measures are necessary.  

As the calculation of primary measures mainly depends on the prices of  

installations such as Low-NOX-Burners, there is no generally valid calculation 

methodology for these techniques. Accordingly, the following chapter will  

focus on secondary measures. Nevertheless, from a practical point of view, 

the first step to reduce NOX emissions should be to check the availability and  

                                                                    
1  Hard coal or lignite with up to 20 % biomass co-firing. 
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applicability of primary measures, as they are the most efficient way to abate 

emissions. Kather et al. (1997) show that even with an already installed SCR 

system it may be economically advantageous to update primary measures 

due to the lower operating costs of the SCR system.  

The following sections explain the calculation approach for NOX emission 

abatement. Starting with a general introduction, the necessary plant-specific 

characteristics follow, as they are the basis for SCR and SNCR cost calculation. 

Investment and operating cost calculation for the different techniques are 

then assessed, including a short discussion about applicability and transfera-

bility of the approach. Calculation examples will be provided in the case stud-

ies of chapter 6. 2 

4.1 General Approach and Structure 

Most LCP operators have an investment-planning department with experts, 

internal knowledge and broad experiences in this field. These departments 

may have developed individual methods for the considered task that are, 

however, not publicly available. Scientists, on the other hand, typically focus 

on developing new or improved technologies, applications or configurations 

but not on how to estimate costs for specific applications on a limited data-

base. Therefore, there are only few publicly available methodologies that 

have been provided by policy-driven or supported entities in order to assist 

companies or other policy-makers without profound experience. The  

approach presented in the following is based on two publicly available meth-

odologies for the calculation of investments and costs of secondary NOX emis-

sion abatement techniques.  

                                                                    
2  Parts of this chapter have previously been published in Mayer et al. (2017) and  

TFTEI (2015a).  
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The first methodology was developed and published by TFTEI (Task Force on 

Techno-Economic Issues). The second one was developed and published by 

the US EPA (United States of America Environmental Protection Agency). The 

original version was published in 2002 (US EPA 2002) and lastly amended in 

2016 (US EPA 2016).  

The TFTEI methodology is based on overall plant and operating characteristics 

and splits up into an investment estimation and an operating cost calculation 

afterwards. The calculation of the total investment is based on a specific  

investment reference value (total investment per MWth installed). It can thus 

be assigned to method F of Peters’ scheme (cf. Figure 3-2). Values from  

exemplary plants delivered by industry members of the TFTEI group or other 

publications can be used as reference or benchmarking values if no plant-spe-

cific data is available. Economies of scale are not automatically taken into  

account, as there is no globally valid power factor for the considered applica-

tions (Peters et al. 2003). It is recommended to use a reference plant of com-

parable size in order to minimize discrepancies of this kind. The total annual 

investment related costs are calculated from economic input parameters 

such as the depreciation time and the interest rate applicable for the  

regarded company.  

The structure of the US EPA method (US EPA 2002) does not split up in two 

separate paths but combines the calculation of investment (CAPEX) and  

operating costs (OPEX). It is a mixture of method B (unit cost estimate) and D 

(Lang factors for approximation of capital investment) of Peters’ scheme. The 

technical characteristics of the regarded plant are examined and/or calcu-

lated in several steps. This method is a lot more detailed and might thus be 

more accurate. However, the origin of the calculation factors and the cost 

data is nontransparent. They might be based on assumptions that are not 

valid for the considered plant. Some of the calculations in this methodology 

require detailed plant data and tend to dissemble an excessively high level of 

accuracy, while their influence on the result is very low. Other parameters, 

however, are highly uncertain or based on strongly simplified factors.  
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A quantitative comparison of the two methodologies is difficult due to the 

lack of detailed cost data from existing installations and the technical devia-

tions that are likely to exist between individual plants.3 As mentioned  

already, the US EPA method is technically more detailed. This facilitates esti-

mating unknown parameters, as they are more specifically delimited. On the 

other hand, more parameters are necessary and the calculations are less 

transparent due to the high influence of empirically determined factors.  

The TFTEI method uses fewer input parameters and is thus more flexible4, but 

depends strongly on the accuracy of single parameters (in particular the spe-

cific investment value). Therefore, errors of estimation may have a stronger 

impact on the results.  

The approach to be presented in the following (cf. Figure 4-1) contains ele-

ments of both methodologies even though it is strongly linked with the TFTEI 

approach, primarily due to the higher transparency, flexibility, and adaptabil-

ity. Further methods for the calculation of NOX, PM, SO2, and other pollutant 

abatement installations have been published for example by Yelverton (2009) 

(CUECost - Coal Utility Environmental Cost model) and Carnegie Mellon  

University (2018) (Integrated Environmental Control Model (IECM)). Their 

overall structure strongly resembles the already mentioned approaches; 

hence, they will not be discussed in further detail. 

                                                                    
3  If detailed cost data exists, it is often at such a highly aggregated level that no inferences on 

technical specifications are possible. If detailed technical information exists, usually no cost 

data is provided so that a comparison of the two methodologies cannot be made without 

major simplifications and inaccuracies. The results of such a quantitative comparison are thus 

not expected to be of use for this work. 
4  Plant-specific information can directly be incorporated in an input parameter (e.g. high com-

plexity of the retrofit can be included in the specific investment value) whereas the US EPA 

method would require a separate input parameter or an adaptation of the methodology. 
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Figure 4-1:  Structure of the investment calculation approach for secondary NOX abatement 

technologies (cf. Mayer et al. 2015). 

4.2 Plant Specifics 

The following section provides general plant-specific calculations that are 

necessary irrespectively of the selected NOX abatement technology. Most  

important aspects in this context are details about fuel, flue gas and emission 

load. The resulting parameters serve as input data for the subsequent cost 

calculation. 

4.2.1 Fuel Consumption and Capacity Factor 
in Full and Part Load Consideration 

The calculation of the fuel consumption is a basic input parameter for many 

of the following parameters. It is primarily based on the type of fuel in use, 

the capacity of the plant and the efficiency. The thermal capacity 𝐶𝐴𝑃𝑡ℎ is 

linked to the gross electrical output 𝐶𝐴𝑃𝑒𝑙
𝑔𝑟𝑜𝑠𝑠

 via the gross electric efficiency 

  

Plant and operating characteristics 
(technical parameters)

Specific investment 
Cinv,spec

Fixed capital investment
Cinv

Annual investment-related costs
(CAPEX) Ccap,a

Catalyst cost (SCR only)
Ccat,a

Reagent cost 
Creag,a

Electricity cost 
Cel,a

Operation and maintenance cost
Cop,fix,a

Operating costs (OPEX)
Cop,a
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𝜂𝑔𝑟𝑜𝑠𝑠 (cf. eq. (4-1)). The dependency between gross and net generation and 

the plant electricity demand 𝑃𝑒𝑙
𝑝𝑙𝑎𝑛𝑡

 is displayed in equation (4-2). 

𝐶𝐴𝑃𝑒𝑙
𝑔𝑟𝑜𝑠𝑠

= 𝐶𝐴𝑃𝑡ℎ ∙ 𝜂
𝑔𝑟𝑜𝑠𝑠  (4-1) 

𝐶𝐴𝑃𝑒𝑙
𝑛𝑒𝑡 = 𝐶𝐴𝑃𝑒𝑙

𝑔𝑟𝑜𝑠𝑠
− 𝑃𝑒𝑙

𝑝𝑙𝑎𝑛𝑡
 (4-2) 

The hourly mass-based full load fuel consumption 𝑚̇𝑓𝑢𝑒𝑙  (cf. eq. (4-4)) is  

derived from the fuel energy input 𝑊̇𝑓𝑢𝑒𝑙  (calculated in eq. (4-3)) and the 

lower heating value of the fuel 𝐿𝐻𝑉𝑓𝑢𝑒𝑙 . 

𝑊̇𝑓𝑢𝑒𝑙 [
𝑀𝐽

ℎ
] = 𝐶𝐴𝑃𝑡ℎ[𝑀𝑊]  ∙ 3600 [

𝑠

ℎ
] (4-3) 

𝑚̇𝑓𝑢𝑒𝑙 [
𝑘𝑔

ℎ
] =

𝑊̇𝑓𝑢𝑒𝑙 [
𝑀𝐽
ℎ
]

𝐿𝐻𝑉𝑓𝑢𝑒𝑙 [
𝑀𝐽
𝑘𝑔
]
 (4-4) 

The capacity factor 𝐶𝐴𝑃𝐹 is defined in equation (4-5) as the factor of full load 

operating hours per year. The annual electric energy production 𝑊̇𝑒𝑙,𝑎 is  

derived thereof as displayed in equation (4-6). 

𝐶𝐴𝑃𝐹 =
𝑡𝑜𝑝,𝑓𝑙[ℎ/𝑎]

8 760 [ℎ/𝑎]
 (4-5) 

𝑊̇𝑒𝑙,𝑎 [
𝑀𝐽

𝑎
] = 𝐶𝐴𝑃𝑡ℎ,𝑓𝑙[𝑀𝑊𝑡ℎ] ∙ 𝐶𝐴𝑃𝐹 ∗ 𝜂𝑓𝑙

𝑔𝑟𝑜𝑠𝑠
∙ 31536000 [

𝑠

𝑎
] (4-6) 

𝑊𝐹 =
𝑡𝑜𝑝[ℎ/𝑎]

8 760 [ℎ/𝑎]
 (4-7) 

The working factor 𝑊𝐹 represents the ratio between total operating hours 

and the total number of hours per year, disregarding the load level (cf. eq. 

(4-7)). It is of relevance if part load operation is considered, as described  

below. In case of exclusive consideration of full load operation, the working 

factor equals the capacity factor. 
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4.2.1.1 Full load consideration 

In the case of exclusive full load consideration, the number of full load hours 

can be used directly for further calculations. As mentioned already, 𝑡𝑜𝑝,𝑓𝑙 

equals 𝑡𝑜𝑝 in this case. The accuracy of this consideration depends primarily 

on the operating scheme of the plant as not only part load operation but also 

startup and shutdown processes are neglected (cf. 2.1.3.3). The calculation 

and data collection effort, however, is comparably low. Table 4-1 contains 

full-load operating hour ranges for typical power plant classifications that can 

be used for orientation. It is, however, not necessarily the case that base load 

plants have the highest share of full load hours. Due to increasing feed-in of 

fluctuating renewable energy, base-load plants tend to be operated in part 

load mode more frequently (cf. e.g. Nalbandian-Sugden 2016). 

Table 4-1:  Plant classification according to Strauss (2016). 

Plant classification Full-load hours per year 

Base load > 5000 h/a 

Medium load 2000 - 5000 h/a 

Peak load < 2000 h/a 

 

4.2.1.2 Part load consideration 

As described above, most LCP are not continuously operated at full load.  

Demand fluctuations need to be regulated by adjusting the output of the 

plant. Due to the increasing and in some countries prioritized feed-in of  

renewable energy (cf. International Energy Agency 2014), more and more  

medium- and base-load plants need to adjust their output to avoid network 

congestions. Therefore, the plants are operated at lower than the nominal 

load levels. Part load operation affects not only the energy output but also 

the electric efficiency and the formation of pollutants. Hence, the part load 



4  Model Part 1: Techno-economic Evaluation of NOx Abatement 

132 

approach allows the consideration of part load operation by providing input 

data of up to five different load levels as shown exemplarily in Table 4-2. 

Table 4-2:  Exemplary plant data for different part load levels. 

Load level 
Annual hours 

[h/a] 

Gross electric 

efficiency ηgross 

NOX emissions at 

boiler outlet 

[mg/Nm³] 

500 MW (full load) 3000 39% 400 

400 MW (80%) 1000 37% 400 

350 MW (70%) 500 36% 400 

300 MW (60%) 2000 35% 400 

250 MW (50%) 500 34% 400 

 

Taking the number of hours assigned to every load level 𝑗 and the change of 

gross electric efficiency into account, eq. (4-8) allows calculating an equiva-

lent number of full load hours 𝑡𝑜𝑝,𝑓𝑙,𝑒𝑞 . This value can be used in equation 

(4-5) to determine the capacity factor. As discussed in section 2.1.3.2, the 

minimum load level is hardly reduced below approximately 40 %5 in order to 

avoid additional measures to maintain combustion quality and security. The 

total operating hours for the calculation of the working factor (cf. eq. (4-7)) 

are the sum of the working hours at every load level 𝑗 provided in Table 4-2. 

𝑡𝑜𝑝,𝑓𝑙,𝑒𝑞 = ∑𝑡𝑜𝑝,𝑗 ∙
𝜂𝑓𝑙
𝑔𝑟𝑜𝑠𝑠

𝜂𝑗
𝑔𝑟𝑜𝑠𝑠 ∙

𝑗

𝐶𝐴𝑃𝑡ℎ,𝑗

𝐶𝐴𝑃𝑡ℎ,𝑓𝑙
 (4-8) 

The efficiency loss is plant-specific and difficult to calculate. However, in  

typical applications, it has been shown that the loss in efficiency from peak 

load to about 40 % load is in the range of 3-5 %, under extraordinarily bad  

                                                                    
5  The minimum load may be significantly lower for new and/or technologically advanced or 

specifically adapted plants (cf. Sloss 2016). 
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conditions up to 10 % (cf. Chalmers and Gibbins 2007; Strauss 2016). The for-

mation of NOX during part load operation was described in chapter 2.1.3.2 – 

it is expected to remain approximately constant due to the interfering effects 

of lower temperature and lower combustion efficiency (Kather et al. 1997). 

This statement, however, does not incur the effects of startup and shutdown. 

Depending on the frequency of startups and shutdowns, an application spe-

cific consideration may become necessary. 

4.2.2 Flue Gas Volume 

The specific flue gas composition at boiler outlet can partly be derived of the 

fuel composition. Depending on the availability of information about the fuels 

in use, a detailed or a statistic approach can be selected. Solid, liquid and gas-

eous fuels have different physical characteristics and need to be distin-

guished. The different approaches are presented in the following and can be 

chosen according to the needs and the suitability of the underlying application.  

Table 4-3: Reference values for air/fuel ratios in different types of furnaces (Strauss 2016). 

Furnace type λ 

Oil-fired furnaces 1,03-1,15 

Gas-fired furnaces 1,05-1,10 

Coal-fired furnaces  

Dry furnace 1,20-1,30 

Slag-tap furnace 1,15-1,25 

Grate stoker furnace 1,30-1,40 

Fluidized bed combustion 1,10-1,30 

 

One important parameter for all sorts of fuels is the air-fuel ratio λ. This  

parameter affects various chemical reactions within the burner and boiler, 

and thus influences the combustion of the fuel, formation, and reduction of 

pollutants and the composition of the flue gas. Table 4-3 provides a range of 
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values for different fuels and furnaces that can be regarded as reference val-

ues even though the actual values in a specific plant might differ.  

4.2.2.1 Solid and Liquid Fuels 

Two of several possibilities for estimating flue gas volumes of industrial boil-

ers will be presented in the following. The first one is a detailed approach 

based on the chemical composition of the fuel that will be introduced in order 

to generate an understanding of the combustion mechanisms.  

The second one is a statistic approach introduced by Strauss (2016) that  

delivers good approximating results based on only one input parameter, the 

lower heating value. This approach will be applied in the case studies of the 

following chapters as it is considered likely that detailed information about 

the fuels in use is not yet available during the early planning stages of an  

investment project. Furthermore, the origin and quality of fuels may vary dur-

ing the operating time of an installation and thus limit the validity of the  

results of detailed approaches. 

4.2.2.1.1 Detailed approach 

This approach is published in detail in Strauss (2016) and in comparable form 

also in other basic literature considering industrial combustion (cf. eg. Joos 

2007). The basis for the calculation is the composition of the water and ash 

free (waf) fuel. Elementary analyses provide mass fractions of the relevant 

elementary components carbon (C), hydrogen (H), oxygen (O), nitrogen (N) 

and sulfur (S) (CHONS). Supposing complete combustion, specific flue gas vol-

umes can be calculated from these CHONS data by mass balancing, consider-

ing the following assumptions: 

 Full oxidation of carbon to CO2, no existence of CO or elementary C 

 No oxidation of nitrogen to nitrogen oxides 

 Full oxidation of sulfur to SO2, no existence of SO3 and higher sulfur 

oxides or elementary sulfur. 



4.2  Plant Specifics 

135 

The error introduced by these assumptions is existing, but expected to be 

rather small, if the combustion process is controlled properly. Yet, if values 

for NOx, CO, and SO3 exist6, adjustment calculations can be added. Adjust-

ments for elementary carbon in ash may be meaningful due to its impact on 

the flue gas volume and will, therefore, be considered in the following.  

Table 4-4:  Exemplary composition of some important hard coals and liquid fuels used in the 

LCP sector (TFTEI 2015a) [% by weight, HHV: higher heating value]. 

Coal Mine Country 
Elementary composition (waf) 

Ash Moist. 
C H O N S 

Cerrejon Columbia 83.40 4.95 9.47 1.37 0.81 8.41 11.83 

Middelburg South Africa 82.44 5.02 10.43 1.38 0.73 13.55 7.42 

APC Australia 88.58 4.73 4.22 1.46 1.00 11.12 10.27 

Bachatsky Russia 87.03 4.66 5.36 2.58 0.37 9.52 10.22 

Bailey USA 84.35 5.58 6.05 2.09 1.74 7.00 7.00 

Blackwater Australia 86.48 4.93 5.71 1.95 0.93 14.16 8.79 

Douglas South Africa 83.30 5.11 9.47 1.42 0.70 13.75 7.65 

Elandsfontein South Africa 88.16 4.86 4.91 1.43 0.64 12.74 9.00 

Kleinkopje South Africa 85.02 4.74 7.33 2.19 0.72 14.49 7.71 

Kromdraai South Africa 81.85 5.03 10.81 1.36 0.95 13.36 7.79 

Liquid fuel type HHV [MJ/kg] 
Elementary composition (waf) 

Ash Moist. 
C H O N S 

Crude oil n/a 83-87 10-14 0.05-1.5 0.1-2 0.05-6 <1 <0.1 

Gasoline 45.7 87 13 n/a n/a n/a n/a n/a 

Diesel  47.0 84-86 13-15 n/a n/a <0.02 n/a n/a 

Biodiesel 40.0 77 12 11 n/a 0.01 n/a n/a 

Heavy fuel oil* 43.0 86-88 8-10 n/a n/a 1-5 0.50 0.1 

* The sulfur content of commercial fuel oil, especially heavy fuel oil, varies strongly, 
as it is determined by refinery operations. Typically, it can be separated into low 
(<0.5 %), medium (0.5-2 %) and high sulfur (>2 %) heavy fuel oil. 

                                                                    
6  The existence of data may also include reasonable assumptions, based on e.g. detailed mod-

eling or experiments. 
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The lower heating value (LHV) of coal can be derived from its CHONS-charac-

teristics according to different statistic equations that have been published 

over time. One of the most common equations (cf. (4-9)) was introduced by 

Dulong and modified by Boie (cf. Lenz 1987; Styczynski et al. 2014), with 𝑥𝑘  

representing the mass fraction of element k corrected for ash and water con-

tents.7 

𝐿𝐻𝑉𝑐𝑜𝑎𝑙 [
𝑀𝐽

𝑘𝑔
] = 33.91 ∙ 𝑥𝐶 + 93.87 ∙ 𝑥𝐻 + 10.47 ∙ 𝑥𝑆 − 15.18𝑥𝑂

− 2.44 ∙ 𝑥𝐻2𝑂  

(4-9) 

The lower heating value of light and heavy fuel oil can be calculated in good 

approximation according to empiric equation (4-10), with ρoil representing the 

density [kg/l] at 15°C (Strauss 2016). 

𝐿𝐻𝑉𝑜𝑖𝑙 [
𝑀𝐽

𝑘𝑔
] = 52.92 −  11.93 ∙ 𝜌𝑜𝑖𝑙  −  0.29 ∙ 𝑥𝑆 (4-10) 

These equations (as well as comparable ones of other authors) are approxi-

mations based on several assumptions and statistic data. They are thus able 

to deliver approximate results for many purposes. However, if precise data of 

the fuel in use is available, these values should be preferred. 

The carbon-in-ash fraction xcia represents the part of the total carbon input 

that is not oxidized but remains in the ash. This carbon share in the ash has to 

be subtracted from the carbon mass fraction used for the calculation of the 

flue gas volume, as it does not contribute to the combustion. In general, the 

carbon-in-ash content varies depending on the fuel as well as on burner and 

boiler characteristics.  

                                                                    
7  Elementary analyses are usually provided water and ash free (waf). For the following calcula-

tions, the mass fractions need to consider the water and ash masses; therefore, xk needs to 

be corrected if given at waf-level. 
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Standards for fly-ash usage in the construction industry limit the carbon- 

in-ash content to a maximum of 5-15 % by weight8. Above this limit, fly-ash 

cannot be sold but needs to be landfilled at considerable costs (Dong 2010). 

Furthermore, the carbon-in-ash does not contribute to combustion and thus 

lowers the fuel efficiency. Therefore, power plants envisage operation below 

the limitations, usually between 2 % and 5 % (TFTEI 2015a). Equations (4-11) 

and (4-12) show the calculation of the adjusted carbon mass fraction (xC,adj) 

and the total mass of ash (xash+C) for the following computations of the flue 

gas volume. 

𝑥𝑎𝑠ℎ+𝐶 [
𝑘𝑔𝑎𝑠ℎ+𝐶
𝑘𝑔𝑓𝑢𝑒𝑙

] = 𝑥𝑎𝑠ℎ + (
𝑥𝑎𝑠ℎ

(1 − 𝑥𝑐𝑖𝑎)
− 𝑥𝑎𝑠ℎ) (4-11) 

𝑥𝐶,𝑎𝑑𝑗 [
𝑘𝑔𝐶,𝑎𝑑𝑗

𝑘𝑔𝑓𝑢𝑒𝑙
] = 𝑥𝐶 − 𝑥𝑐𝑖𝑎 ∙  𝑥𝑎𝑠ℎ+𝐶  (4-12) 

The total flue gas stream consists primarily of the combustion products plus 

nitrogen and oxygen9 of the excess air. Strauss (2016) provides a methodol-

ogy for calculating the specific flue gas volume per kg fuel under normal con-

ditions (0°C, 1 atm) from the elementary CHONS-composition corrected for 

ash and water content7.  All specific volumes provided below are given in 

[Nm³/kgfuel]. Equation (4-13) displays the calculation of the specific dry flue 

gas volume 𝑣𝑓𝑔,𝑠𝑡𝑜𝑖
𝑑𝑟𝑦

 under stoichiometric combustion conditions, while equa-

tion (4-14) contains the calculation of the corresponding specific dry combus-

tion air volume. 

𝑣𝑓𝑔,𝑠𝑡𝑜𝑖
𝑑𝑟𝑦

= 8.899 ∙ 𝑥𝐶,𝑎𝑑𝑗 + 20.96 ∙  𝑥𝐻 + 3.32 ∙ 𝑥𝑆 + 0.80 ∙ 𝑥𝑁 − 2.64 ∙ 𝑥𝑂 (4-13) 

𝑣𝑎𝑖𝑟,𝑠𝑡𝑜𝑖
𝑑𝑟𝑦

= 8.899 ∙ 𝑥𝐶,𝑎𝑑𝑗 + 26.514 ∙  𝑥𝐻 +  3.342 ∙ 𝑥𝑆 − 3.340 ∙ 𝑥𝑂 (4-14) 

                                                                    
8  These standards vary among nations and customers, some examples are mentioned in Dong 

(2010). 
9  The flue gas contains oxygen as the combustion is usually operated with excess air, i.e. with 

an excess air ratio λ above 1. 
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The equations (4-15) and (4-16) contain the conversion from dry to wet gas 

volumes with 𝑥𝐻2𝑂  representing the mass share of water of the wet air. 

𝑣𝑎𝑖𝑟,𝑠𝑡𝑜𝑖
𝑤𝑒𝑡 = 𝑣𝑎𝑖𝑟,𝑠𝑡𝑜𝑖

𝑑𝑟𝑦
∙ (1 + 𝑥𝐻2𝑂) (4-15) 

𝑣𝑓𝑔,𝑠𝑡𝑜𝑖
𝑤𝑒𝑡 = 𝑣𝑓𝑔,𝑠𝑡𝑜𝑖

𝑑𝑟𝑦
+ 𝑥𝐻2𝑂 ∙ 𝑣𝑎𝑖𝑟,𝑠𝑡𝑜𝑖

𝑑𝑟𝑦
 (4-16) 

The calculations of the specific volumes at current excess air ratio 𝜆 are dis-

played in equation (4-17) and (4-18). 

𝑣𝑎𝑖𝑟,𝜆
𝑤𝑒𝑡 = 𝜆 ∙ 𝑣𝑎𝑖𝑟,𝑠𝑡𝑜𝑖

𝑤𝑒𝑡  (4-17) 

𝑣𝑓𝑔,𝜆
𝑤𝑒𝑡 = 𝑣𝑓𝑔,𝑠𝑡𝑜𝑖

𝑤𝑒𝑡 + (𝜆 − 1) ∙ 𝑣𝑎𝑖𝑟,𝑠𝑡𝑜𝑖
𝑤𝑒𝑡  (4-18) 

The wet flue gas volume is important to calculate several operating cost com-

ponents, which are based on actual flue gas volumes such as the costs result-

ing from the pressure drop caused by secondary measures. Emission limit val-

ues, however, are defined as emission loads per dry flue gas volume at 

standard conditions (0°C and 1 atm) and at legally defined reference oxygen 

concentration. Therefore, it is important to calculate the moisture content of 

the flue gas and to differentiate between the wet and dry flue gas volume 

flows 𝑣𝑓𝑔,𝜆
𝑤𝑒𝑡  and 𝑣𝑓𝑔,𝜆

𝑑𝑟𝑦
. 

4.2.2.1.2 Statistic approach 

The gathering of detailed fuel data in the early stages of investment planning 

may be difficult. Therefore the statistic approach introduced by Strauss 

(2016) is a good compromise to estimate flue gas parameters without having 

detailed fuel data at hand. The quality of the results depends on the applica-

tion. In case it meets the typical characteristics of the sector, the results can 

be very accurate.10  

                                                                    
10  Strauss (2016) showed in a calculation example a deviation between the statistic and the 

detailed approach of less than 1 %. 
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If, however, one or more parameters such as the carbon in ash content, the 

formation of CO instead of CO2, the sulfur content of the fuel, fuel composi-

tion in general, etc., differ considerably from typical reference values, the  

accuracy of results is expected to decrease.  

Equations (4-19) and (4-20) display the calculation of the stoichiometric dry 

flue gas and combustion air volumes for coal, based on the lower heating 

value LHV of the coal. The conversion in wet flue gas and flue gas at excess air 

ratio λ works similar to the detailed approach explained in equations (4-15) 

to (4-18).  

𝑣𝑓𝑔,𝑠𝑡𝑜𝑖
𝑑𝑟𝑦

[
𝑁𝑚3

𝑘𝑔𝑐𝑜𝑎𝑙
] = (0.2377 ∙ 𝐿𝐻𝑉𝑐𝑜𝑎𝑙 + 0.449) [

𝑁𝑚3

𝑘𝑔𝑐𝑜𝑎𝑙
] (4-19) 

𝑣𝑎𝑖𝑟,𝑠𝑡𝑜𝑖
𝑑𝑟𝑦

[
𝑁𝑚3

𝑘𝑔𝑐𝑜𝑎𝑙
] = (0.3163 ∙ 𝐿𝐻𝑉𝑐𝑜𝑎𝑙 + 0.566) [

𝑘𝑔𝑎𝑖𝑟

𝑘𝑔𝑐𝑜𝑎𝑙
] ∙

1

𝜌𝑎𝑖𝑟
[
𝑁𝑚3

𝑘𝑔𝑎𝑖𝑟
] (4-20) 

Equations (4-21) and (4-22) are the equivalent of equations (4-19) and (4-20) 

for fuel oil combustion and can also be converted into wet streams at excess 

air ratio as described above. 

𝑣𝑓𝑔,𝑠𝑡𝑜𝑖
𝑑𝑟𝑦

[
𝑁𝑚3

𝑘𝑔𝑜𝑖𝑙
] = (0.225 ∙ 𝐿𝐻𝑉𝑜𝑖𝑙 + 1.119) [

𝑁𝑚3

𝑘𝑔𝑜𝑖𝑙
] (4-21) 

𝑣𝑎𝑖𝑟,𝑠𝑡𝑜𝑖
𝑑𝑟𝑦

[
𝑁𝑚3

𝑘𝑔𝑜𝑖𝑙
] = (0.3437 ∙ 𝐿𝐻𝑉𝑜𝑖𝑙 − 0.425) [

𝑘𝑔𝑎𝑖𝑟

𝑘𝑔𝑜𝑖𝑙
] ∙

1

𝜌𝑎𝑖𝑟
[
𝑁𝑚3

𝑘𝑔𝑎𝑖𝑟
] (4-22) 
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4.2.2.2 Gaseous Fuels 

For gaseous fuels,11 there is a detailed and a statistic approach as for solid and 

liquid fuels. In the case of gaseous fuels, however, the detailed composition 

is often not known whereas the LHV is provided by most suppliers. Therefore, 

the statistic approach is described below, while the detailed approach can be 

examined in TFTEI (2015a) if needed.  

The statistic approach for gaseous fuels is very similar to the one for solid and 

liquid fuels. Equations (4-23) and (4-24) provide the specific flue gas and com-

bustion air volumes. They can be converted to the specific volumes of wet gas 

at current excess air ratio by applying equations (4-15) to (4-18) as described 

above. 

𝑣𝑓𝑔,𝑠𝑡𝑜𝑖
𝑑𝑟𝑦

[
𝑁𝑚3

𝑘𝑔𝑔𝑎𝑠
] = (0.2249 ∙ 𝐿𝐻𝑉𝑔𝑎𝑠 + 0.6476) [

𝑁𝑚3

𝑘𝑔𝑔𝑎𝑠
] 

 
(4-23) 

𝑣𝑎𝑖𝑟,𝑠𝑡𝑜𝑖
𝑑𝑟𝑦

[
𝑁𝑚3

𝑘𝑔𝑔𝑎𝑠
] = (0.3443 ∙ 𝐿𝐻𝑉𝑔𝑎𝑠 − 0.063) [

𝑘𝑔𝑎𝑖𝑟

𝑘𝑔𝑔𝑎𝑠
]

∙
1

𝜌𝑎𝑖𝑟
[
𝑁𝑚3

𝑘𝑔𝑎𝑖𝑟
] 

 

(4-24) 

For gaseous fuels, this approach is expected to be more accurate than for 

solid and liquid fuels, as fewer critical influencing parameters need to be con-

sidered. The carbon in ash content is negligible because gases hardly contain 

ash. Furthermore, gases typically contain less undesirable components such 

as sulfur or water. Yet, due to the fluctuating composition of natural and  

by-product gases, it may be more difficult to determine and monitor the LHV 

exactly if it is not provided by the supplier.  

                                                                    
11  Gaseous fuels are primarily natural gas, yet by-products of other industrial processes are 

also possible (e.g. converter gas in steel production facilities). 
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4.2.2.3 Part Load Consideration 

The calculation of the flue gas volume for all fuels needs to be adapted in case 

of part load consideration. The total annual flue gas volume is the sum of the 

flue gas volume at every considered load level j (cf. eq. (4-25)).  

𝑉̇𝑓𝑔,𝜆,𝑤𝑒𝑡,a =∑𝑉̇𝑓𝑔,𝜆,𝑤𝑒𝑡,a,j
𝑗

 (4-25) 

In order to calculate the flue gas volume per load level, the annual fuel con-

sumption per load level needs to be calculated first, as the fuel consumption 

depends on the efficiency of the combustion that varies among different load 

levels (Sloss 2016). Equation (4-26) displays the calculation of the fuel con-

sumption per hour and load level. The annual fuel consumption per load level 

results from equation (4-27). The accumulated consumptions of the consid-

ered load levels account for the total annual fuel consumption (cf. eq. (4-28)). 

𝑚̇ℎ,𝑗
𝑓𝑢𝑒𝑙

[
𝑘𝑔

ℎ
] =

𝐶𝐴𝑃𝑡ℎ,𝑗[𝑀𝑊𝑡ℎ]

𝐿𝐻𝑉𝑓𝑢𝑒𝑙 [
𝑀𝐽
𝑘𝑔
]
∗ 3600 [

𝑠

ℎ
] (4-26) 

𝑚̇𝑎,𝑗
𝑓𝑢𝑒𝑙

[
𝑘𝑔

𝑎
] = 𝑚̇ℎ,𝑗

𝑓𝑢𝑒𝑙
[
𝑘𝑔

ℎ
] ∗ 𝑡𝑜𝑝,𝑗 [

ℎ

𝑎
] (4-27) 

𝑚̇𝑎
𝑓𝑢𝑒𝑙

 [
𝑘𝑔

𝑎
] = ∑𝑚̇𝑎,𝑗

𝑓𝑢𝑒𝑙
[
𝑘𝑔

𝑎
]

𝑗

 (4-28) 

The dry and wet flue gas volumes per hour and per year are calculated  

according to equations (4-29) to (4-32) by inserting the results achieved from 

the calculations above. 

𝑉̇𝑓𝑔,𝜆,ℎ,𝑗
𝑑𝑟𝑦

[
𝑁𝑚3

ℎ
] = 𝑚̇ℎ,𝑗

𝑓𝑢𝑒𝑙
[
𝑘𝑔

ℎ
] ∗ 𝑣𝑓𝑔,𝜆

𝑑𝑟𝑦
[
𝑁𝑚3

𝑘𝑔
] (4-29) 

𝑉̇𝑓𝑔,𝜆,ℎ,𝑗
𝑤𝑒𝑡 = 𝑚̇ℎ,𝑗

𝑓𝑢𝑒𝑙
∗ 𝑣𝑓𝑔,𝜆

𝑤𝑒𝑡  (4-30) 
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𝑉̇𝑓𝑔,𝜆,𝑎,𝑗
𝑑𝑟𝑦

= 𝑚̇𝑎,𝑗
𝑓𝑢𝑒𝑙

∗ 𝑣𝑓𝑔,𝜆
𝑑𝑟𝑦

 (4-31) 

𝑉̇𝑓𝑔,𝜆,𝑎,𝑗
𝑤𝑒𝑡 = 𝑚̇𝑎,𝑗

𝑓𝑢𝑒𝑙
∗ 𝑣𝑓𝑔,𝜆

𝑤𝑒𝑡  (4-32) 

Finally, the flue gas volumes of every load level add up to the total dry and 

wet flue gas volume per year, as displayed in eq. (4-25). 

4.2.3 Integration of Biomass Co-firing 

Biomass co-firing is used in an increasing number of plants in order to reduce 

fossil fuel consumption. Biomass can be co-fired in three different ways:  

direct, indirect and parallel. In the following, direct co-combustion with coal 

is considered in order to analyze the effects of biomass co-combustion com-

pared to the combustion of pure fossil fuels within the same installation.12 

Both other types of co-combustion would require modifications in fuel prep-

aration and injection into the furnace so that substantial investments are  

required that reach beyond the scope of this work.  

Typical co-firing ratios using direct co-firing make up to about 20 % of the total 

fuel mass (Smekens 2013). Regarding the type of biomass, only wood is con-

sidered. Co-firing of straw and other types of biomass is less common and 

more complex with regard to flue gas polluting components, such as chlorine, 

fluorine and higher contents of alkaline metals. Furthermore, these compo-

nents affect combustion, ash composition and SCR deactivation (Thøgersen 

and Jensen-Holm 2010). Table 4-5  provides elemental compositions of exem-

plary wood types. 

                                                                    
12  The limitation on solid fueled plants is because very scarce information exists on co-firing 

applications with liquid or gaseous fuels. Therefore, it is not possible to derive and validate a 

methodology for other types of fuels. If the user possesses detailed reference data, it can be 

used as input data for the succeeding calculations. 
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Table 4-5:  Exemplary elemental composition of different wood types (Bunbury 1925). 

Wood type 
Composition of exemplary wood (water and ash free) 

C H O N 

Oak 50.64 6.23 41.85 1.28 

Beech 50.89 6.07 42.11 0.93 

Birch 50.61 6.23 42.04 1.12 

Pine 51.39 6.11 41.56 0.94 

Spruce 51.39 6.11 41.56 0.94 

 

Co-firing of biomass also affects several cost relevant parameters. In case of 

NOX abatement, the specific emission value 𝑚𝑁𝑂𝑥,𝑠𝑝𝑒𝑐  is particularly in scope. 

Regarding the calculation of fuel consumption and flue gas volume, the equa-

tions for solid fossil fuels can be applied for biomass, as it contains the same 

basic ingredients. For calculating the total annual emissions 𝑚̇𝑁𝑂𝑥,𝑎 from bio-

mass co-firing, the emissions for both pure coal and pure biomass combustion 

are calculated according to equation (4-33) and (4-34) assuming single fuel 

combustion. 

𝑉̇𝑓𝑔,𝜆,𝑎
𝑑𝑟𝑦

= 𝑣𝑓𝑔,𝜆
𝑑𝑟𝑦
[
𝑁𝑚3

𝑘𝑔
 𝑓𝑢𝑒𝑙

] ∙ 𝑚̇ℎ
𝑓𝑢𝑒𝑙
[
𝑘𝑔

 𝑓𝑢𝑒𝑙

ℎ
] ∙ 𝑡𝑜𝑝,𝑓𝑙 [

ℎ

𝑎
] (4-33) 

𝑚̇𝑁𝑂𝑥,𝑎 = 𝑚𝑁𝑂𝑥,𝑠𝑝𝑒𝑐,𝑟𝑒𝑓𝑂2
𝑑𝑟𝑦

∙ 𝑉̇𝑓𝑔,𝜆,a
𝑑𝑟𝑦

 (4-34) 

In order to derive the flue gas volume of the fuel mix, the specific flue gas 

volume of biomass combustion is multiplied with the biomass co-firing ratio 

α and the specific volume of coal with (1- α) (cf. eq. (4-35)). 

𝑉̇𝑓𝑔,𝜆,𝑎
𝑑𝑟𝑦

= 𝑉̇𝑓𝑔,𝜆,𝑎
𝑑𝑟𝑦,𝑐𝑜𝑎𝑙

∙ (1 − 𝛼) + 𝑉̇𝑓𝑔,𝜆,𝑎
𝑑𝑟𝑦,𝑏𝑖𝑜𝑚𝑎𝑠𝑠

∙ 𝛼 (4-35) 
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The effect of biomass co-firing on specific NOx emissions is highly site-specific, 

due to the complex formation mechanisms of NOx. According to the European 

Commission (2006), NOX emissions typically decrease with a rising share of 

biomass co-firing due to the smaller nitrogen content of biomass compared 

to coal. However, NOX formation is not only determined by fuel characteris-

tics but also by combustion characteristics and combustion technology. 

Therefore, a site-specific contemplation of the various influencing factors is 

necessary in order to derive reliable conclusions. 

4.2.4 NOx Emission Calculation 

NOX emission loads cannot be derived by mass balancing, as the formation 

mechanisms of NOX are very complex and depend on various parameters such 

as local temperature, residence time and oxygen concentration (cf. 2.1.2). 

Therefore, an estimation of NOX emission levels without a detailed simulation 

of the power plant is not possible. Consequently, either measured data (in 

case of retrofits) or reference values for the utilized fuel and technology13 

have to be applied. 

4.2.4.1 Average Emission Values 

Table 4-6 lists reference values for NOX emission levels of different plant con-

figurations. However, actual values may differ depending on the operation 

and control strategy of the plant, the implementation of primary measures 

and the fuels in use. Therefore, the gathering of precise data is considered 

crucial for the accuracy and significance of the results.  

 

                                                                    
13  Especially the boiler configuration and the burner system (low-NOX burner vs. conventional 

burner) need to be considered. 
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Table 4-6:  Reference NOX boiler outlet emissions for solid, liquid and gaseous fossil fuel com-

bustion in boilers and process heaters [mg/Nm³ ref. O2] (Lecomte et al. 2017; TFTEI 

2015a). 

    Hard/bituminous coal Lignite 

  
  

without 

abatement 

with primary 

measures 

without 

abatement 

with primary 

measures 

Dry bottom 

boiler 

Horizontal  

firing system 
1000 - 1500 500 - 650 NA NA 

Tangential  

firing system 
600 - 900 400 - 650 400 - 700 200 - 500 

Vertical  

firing system 
700 - 900 NA NA NA 

Downshot  

firing system 
up to 2000 1000-2000 NA NA 

Wet bottom 

boiler 

Cyclone firing 

system 
1500 - 2500 1000 - 2000 NA NA 

 Liquid fuels Gas fired units 

Uncontrolled 800 - 1000 150 - 400 

Single primary measures 400 - 500 75 - 150 

Multiple primary measures < 400 < 75 

 

4.2.4.2 Oxygen Correction 

Emission limit values (ELV) are usually expressed at so-called reference oxy-

gen concentrations; therefore, a conversion of the oxygen concentration of 

flue gases is necessary. Table 4-7 displays the O2 reference concentrations for 

ELV in the amended Gothenburg Protocol (UNECE 2013). These reference 

concentrations, however, vary among different regions and legislations and 

need to be retrieved from local ELV requirements. 
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Table 4-7: Reference O2 concentrations in the amended Gothenburg Protocol (UNECE 2013). 

Fuel Reference O2-concentration 

Solid fuels 6 %-Vol. 

Liquid fuels 3 %-Vol. 

Gaseous fuels in boilers and process heaters 3 %-Vol. 

Gas turbines 3 %-Vol. 

 

In order to assess the compliance with emission limit values, measured spe-

cific emissions values 𝑚𝑁𝑂𝑥,𝑠𝑝𝑒𝑐  need to be converted in specific emission val-

ues at reference O2 concentration 𝑚𝑁𝑂𝑥,𝑠𝑝𝑒𝑐,𝑟𝑒𝑓𝑂2  (both values in mg per Nm³) 

as shown in equation (4-36) with 𝑐𝑜𝑛𝑂2representing the O2 concentration in 

the flue gas (Kolar 1990). 

𝑚𝑁𝑂𝑥,𝑠𝑝𝑒𝑐,𝑟𝑒𝑓𝑂2 =
(21 − 𝑐𝑜𝑛𝑂2,𝑟𝑒𝑓)

(21 − 𝑐𝑜𝑛𝑂2,𝑎𝑐𝑡)
∙ 𝑚𝑁𝑂𝑥,𝑠𝑝𝑒𝑐  (4-36) 

As NOX emission values have to be estimated for many applications, the spe-

cific emission value at reference O2-concentration 𝑥𝑁𝑂𝑥,𝑠𝑝𝑒𝑐,𝑟𝑒𝑓𝑂2  will be used 

in the following if not stated otherwise, in order to facilitate the use of the 

equations. Hence, (4-36) is only relevant for applications with actual meas-

urement data that has to be converted to reference O2 concentration. 

4.2.4.3 Effects of Part Load Consideration 

The calculation of NOx emission loads in the flue gas was described above. In 

case of part load consideration, however, the specific NOx emission levels  

(related to fuel consumption) are also depending on the load level itself, as 

operation at lower load levels affects combustion temperatures and resi-

dence times, which again influence the formation of NOX. Hence, it needs to 

be possible to adjust the amount of NOx emissions at different load levels. 

Again, a quantitative estimation of the emission loads based on theoretical 
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calculations or mass balancing is hardly possible, due to the complex for-

mation mechanisms. Therefore, the best reference is measured data from  

existing plants. If precise reference data is not available, it can be assumed 

that the total emissions at part load operation remain approximately con-

stant, because the efficiency of the plant declines as well as the formation of 

thermal NOX, due to lower combustion temperatures (Kather et al. 1997).14 

Equations (4-37) and (4-38) display the calculation of NOX emissions per hour 

and per year at every load level j. Due to the complex formation of NOX, the 

specific NOX emissions at every considered load level 𝑚𝑁𝑂𝑥,𝑠𝑝𝑒𝑐,𝑟𝑒𝑓𝑂2,𝑗
𝑑𝑟𝑦

 have 

to be provided by the user. 

𝑚̇𝑁𝑂𝑥,𝜆,ℎ,𝑗
𝑑𝑟𝑦

= 𝑉̇𝑓𝑔,𝜆,ℎ,𝑗
𝑑𝑟𝑦

∗ 𝑚𝑁𝑂𝑥,𝑠𝑝𝑒𝑐,𝑟𝑒𝑓𝑂2,𝑗
𝑑𝑟𝑦

 (4-37) 

𝑚̇𝑁𝑂𝑥,𝜆,𝑎,𝑗
𝑑𝑟𝑦

= 𝑉̇𝑓𝑔,𝜆,𝑎,𝑗
𝑑𝑟𝑦

∗ 𝑚𝑁𝑂𝑥,𝑠𝑝𝑒𝑐,𝑟𝑒𝑓𝑂2,𝑗
𝑑𝑟𝑦

 (4-38) 

The total annual NOX emissions are then derived from summing up the emis-

sions of the considered load levels (cf. eq. (4-39)). 

𝑚̇𝑁𝑂𝑥,𝜆,𝑎
𝑑𝑟𝑦

=∑𝑚̇𝑁𝑂𝑥,𝜆,𝑎,𝑗
𝑑𝑟𝑦

𝑗

 (4-39) 

4.3 Primary Measures 

As mentioned above, the cost calculation for primary measures is comparably 

difficult, as the major share of costs depends on the equipment itself and 

therefore on supplier prices (cf. Rentz et al. 1999). These are difficult to esti-

mate due to the manifold economic influences, such as demand and supply 

structures, etc. 

                                                                    
14  Cf. also 2.1.2 and 2.1.3.2. 
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Therefore, the investments are calculated from a specific investment input 

factor 𝐶1°,𝑖𝑛𝑣,𝑠𝑝𝑒𝑐  in Euro (or any other currency) per MWth multiplied with  

the thermal capacity at full load operation (cf. eq. (4-40)).15 The specific  

investment has to be derived from existing data, literature values or from 

supplier bids.  

𝐶1°,𝑖𝑛𝑣 = 𝐶1°,𝑖𝑛𝑣,𝑠𝑝𝑒𝑐 ∙ 𝐶𝐴𝑃𝑡ℎ,𝑓𝑙  (4-40) 

Literature values are, however, difficult to gather, due to the local and tech-

nology-specific differences among different applications. Exemplary orders of 

magnitude are provided in Nalbandian (2006) and Wiatros-Motyka and  

Nalbandian-Sugden (2018)  who mention values of about 3 to 25 US-$ per kW, 

depending on the type of technology, the date of the reference and the com-

plexity of the retrofit.16 

Operating expenses of primary measures are neglected in the following, due 

to the difficult estimation and their small share of total costs, particularly 

compared to the costs of secondary abatement installations (Nalbandian 

2006). If the installation of primary measures shall be assessed solely, this is 

a major simplification. Yet for primary measures, it can be assumed that sup-

plier bids are easier to get so that a detailed cost calculation tool is considered 

less relevant. The focus of this work and the tool at hand is hence on projects 

with primary and secondary or only secondary measure installations. 

 

                                                                    
15  Full load data is used for all design parameters, as the system needs to be capable of full 

load operation even though the average load may be lower. 
16  The costs can be assumed significantly lower for new installations. 
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4.4 Selective Catalytic Reduction (SCR) 

This chapter explains the details of cost calculation for SCR systems. Accord-

ing to the cost calculation approach presented in chapter 3.1, it starts with 

investment calculation, followed by the calculation of variable and fixed  

operating costs. Total costs and the amount of emissions abated will be  

derived in chapter 4.6 for both, SCR and SNCR systems. 

4.4.1 Investment Calculation 

Two approaches are considered particularly suitable for investment calcula-

tion of SCR systems. The first one is based on specific investments and was 

developed and published by TFTEI (2015a). The second one is the factor-

based approach the US EPA originally published in 2002 (US EPA 2002) with 

the latest revision in 2016 (US EPA 2016). Despite its actuality, the missing 

transparency of factorial approaches remains a problem. It is aggravated  

in the US EPA approach by the use of US customary units that limit the  

intuitive comprehension and easy conversion of influencing parameters for  

non-US users.  

Consequently, the TFTEI approach forms the basis for the calculation  

approach presented below. Despite its limitations, it is considered advanta-

geous due to the higher adaptability with regard to user-specific applications, 

even if exceptional circumstances prevail.17 Disregarding the approach  

described below, the results of the US EPA methodology or any other publicly 

available or company specific methodology can still be used as input data  

for the second part of the investment decision-making model described in  

chapter 5. 

                                                                    
17  Its applicability and accuracy (within the accuracy level of +/- 25 %) have been proven by suc-

cessful applications of industry representatives within the TFTEI group. Yet, due to the sensi-

tivity of the underlying data, these applications remain unpublished. 
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Equation (4-41) displays the basic investment calculation, again with the total 

investment as the result of the specific investment multiplied with the ther-

mal capacity at full load operation. 

𝐶𝑆𝐶𝑅,𝑖𝑛𝑣 = 𝐶𝑆𝐶𝑅,𝑖𝑛𝑣,𝑠𝑝𝑒𝑐 ∙ 𝐶𝐴𝑃𝑡ℎ,𝑓𝑙  (4-41) 

The calculation of the total investment is rather complex, as the detailed  

delimitation of the specific investment value is often not known. According to 

Peters et al. (2003), the total investment is meant to contain everything nec-

essary to operate the plant. Miller (2011, p. 436) lists the following important 

components that need to be considered for SCR applications: 

 “Catalyst and reactor system 

 Flow control skid and valving system 

 Ammonia injection grid 

 Ammonia storage 

 Piping 

 Ducts, expansion joints, and dampers 

 Fan upgrades/booster fans 

 Air preheater changes 

 Foundations, structural steel, and electricals 

 Installation.”  

Following the definition of Peters, the total investment should also include 

the first fill of reagent tanks and catalyst. Experienced plant operators pos-

sessing reference data from preceding projects, may be able to reproduce the 

components considered in the reference investment value. Less experienced 

investors or authorities may be struggling to gather reference data at such a 

detailed level. Regarding publicly available reference values it is hardly possi-

ble to provide a universal statement whether the initial fill of catalyst and  

reagent is considered in the specific investment or not. If the user of the 

methodology is unsure about the consideration of such cost components, it 

might be reasonable to consider a contingency factor. 
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In order to avoid massive under- or overestimation of costs, the following 

compromise regarding investment calculation is recommended for all appli-

cations with unspecific reference data. From a theoretical perspective, it is 

not perfectly stringent with the definition of investments, but it is considered 

reasonable in a practical context.  

The initial fill of consumables18 is not added to the total investment, as the 

investment sum determines not only the capital costs but also the investment 

related operating costs. Consequently, the full consumption of reagent and 

catalyst (including the first fill of tanks) is taken into account as operating 

costs. As mentioned above, more detailed information about the composition 

of the specific investment value, the size of tanks and the catalyst manage-

ment strategy can be considered if available. This may lead to minor modifi-

cations of the result of equation (4-41). 

Publicly available reference values for the specific investment of SCR systems 

are provided for example in TFTEI (2015a). The average specific investment 

value in this study is 52.6 [€2010/kWth]. However, there is a large range of val-

ues that can be considered a strong indication for a varying complexity among 

different plants, a major influence of plant-specific characteristics19 and/or 

inconsistent definitions of the specific investment value. Hoskins (2003) con-

firms that combinations of these influences also apply frequently.  

Another inconsistency is caused by the consideration of all types of fuels. Reis 

(2010) investigated severe differences between different fuels, providing the 

following specific investment reference values: 

 Coal: 70 €/kW 

 Oil: 45 €/kW 

 Gas: 50 €/kW. 

                                                                    
18  In the case of SCR installations, consumables are primarily catalyst and reagent.  
19  E.g. the fuel in use, high-dust/low-dust/tail-end configuration, the thermal capacity, etc. 
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These values support the average value of the TFTEI study while delivering 

more detailed information regarding the fuel in use. Therefore, they can be 

recommended for application if no site-specific data is available. Older US 

studies by Cichanowicz (2004), Hoskins (2003) and Marano and Sharp (2006) 

denote slightly higher costs, with approximately 80-150 US-$ per kW. The 

deviation may be caused by the exclusive consideration of coal plants and the 

technical and economic development in the meantime between the studies. 

The use of reference values for other plant sizes implies a linear investment 

function. Due to the influence of economies of scale, fixed investment com-

ponents20 and surface-based investment expenses21, a linear investment 

function is a rather strong simplification. Nevertheless, the non-linearity is not 

directly taken into account in the following, as there is no globally valid power 

factor for the considered applications (Peters et al. 2003). Instead, it is rec-

ommended to use a reference plant of comparable size or to implement a 

power factor manually by modifying the specific investment input value  

according to equation (4-42).  

𝐶𝑖𝑛𝑣 = (
𝐶𝐴𝑃𝑖𝑛𝑣
𝐶𝐴𝑃𝑟𝑒𝑓

)

𝑛

∙ 𝐶𝑟𝑒𝑓 (4-42) 

Typical values for the power factor n in the chemical and process industry 

range between 0.6 and 0.8 (cf. Peters et al. 2003). SCR systems consist of var-

ious components, therefore no direct correlation between the investment of 

the projected system 𝐶𝑖𝑛𝑣 and the reference system 𝐶𝑟𝑒𝑓 can be defined.22 

                                                                    
20  E.g. project management, R&D, control systems, etc. 
21  A subproportional relationship between investment and capacity of an installation often  

results of the fact that production capacities are volume based whereas investments may be 

surface based (cf. tanks, pipes, etc.). Therefore, the capacity increases by times three, while 

the investment only increases by times two, which leads to a non-linear investment function. 
22  It would be easier if the main component of the system was one entity such as a reaction 

tank. SCR systems, however, consist of numerous individual components, such as pumps,  

injectors, reactors, pipes, etc. with varying complexity depending on the specifics of the plant. 
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The precise derivation of a realistic power factor is thus very complex and 

requires a large amount of detailed data. 

Further conversions of reference data may be necessary with regard to cur-

rency and cost year. Exchange rate fluctuations can be taken into account by 

considering current or historic stock data. The cost year is relevant due to 

changing monetary value caused by inflation and deflation and the develop-

ment of the market price level of the considered components.23 Various, usu-

ally industry-specific indices have been developed to enable conversion  

between different cost years (Peters et al. 2003). One of these, originally  

developed for the chemical industry and considered most appropriate for the 

underlying application, is the Chemical Engineering Plant Cost Index (CEPCI). 

It is monthly published in the journal “Chemical Engineering” with its latest 

revision in 2002 (Vatavuk 2002). Table 4-8 displays its annual average values 

between 1998 and 2016.  

Table 4-8: Exemplary CEPCI data (Jenkins 1998-2017). 

Cost year Factor CEPCI Value Cost year Factor CEPCI Value 

2016 1.00 541.7 2006 1.08 499.6 

2015 0.97 556.8 2005 1.16 468.2 

2014 0.94 576.1 2004 1.22 444.2 

2013 0.95 567.3 2003 1.35 401.7 

2012 0.93 584.6 2002 1.37 395.6 

2011 0.92 585.7 2001 1.37 394.3 

2010 0.98 550.8 2000 1.37 394.1 

2009 1.04 521.9 1999 1.39 390.6 

2008 0.94 575.4 1998 1.39 389.5 

2007 1.03 525.4 1997 1.40 386.5 

                                                                    
23  The market price level depends on supply and demand, technological progress and the costs 

of raw materials and components. 
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In order to convert costs to the base year (here: 2016), the factor provided in 

Table 4-8 can be used directly. Conversions between two user-defined years 

are also possible as displayed in equation (4-43). It is to be noted that the 

CEPCI is published in US dollars and therefore a conversion into US dollars for 

both the base year and the target year value is necessary in order to avoid 

falsifications caused by varying currency conversion rates. 

𝐶𝑦𝑒𝑎𝑟 a = 𝐶𝑦𝑒𝑎𝑟 b ∙
𝐶𝐸𝑃𝐶𝐼𝑦𝑒𝑎𝑟 a

𝐶𝐸𝑃𝐶𝐼𝑦𝑒𝑎𝑟 b
 (4-43) 

Another influencing parameter regarding the total investment is the differ-

ence between a retrofit and a new installation. New installations are usually 

considered less costly, as they can be specifically suited to and integrated into 

the construction of the plant (Reis 2010). The complexity of retrofits differs 

significantly based on the construction and location of the plant (Wu 2001).  

If the complexity of the considered installation in relation to the reference 

installation is known, it can be taken into account by applying a retrofit factor 

on the specific investment of the reference plant. Wu (2001) describes devi-

ations of 20 % to 35 % between moderately difficult and difficult retrofits. The 

difficulty primarily refers to the need for fan upgrades, structural steel, and 

foundation changes. US EPA (2016) further indicates a deviation of about 

20 % between moderately difficult retrofits and new installations. Therefore, 

a retrofit factor between 0.8 and 1.3 appears reasonable if detailed 

knowledge about the complexity of the reference plant compared to the pro-

jected system is available. 

4.4.2 Variable Operating Cost Calculation 

The variable operating costs for SCR systems 𝐶̇𝑆𝐶𝑅,𝑜𝑝,𝑣𝑎𝑟  consist of three major 

components, as displayed in equation (4-44). According to Yelverton (2009) 

reagent and catalyst costs (𝐶̇𝑆𝐶𝑅,𝑟𝑒𝑎𝑔  and 𝐶̇𝑆𝐶𝑅,𝑐𝑎𝑡) are the cost components 

with the highest share, followed by electricity costs (𝐶̇𝑆𝐶𝑅,𝑒𝑙). Other minor cost 
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components such as disposal of waste24, costs for small amounts of consum-

ables etc. are not directly considered in the following in order to keep the 

effort at a reasonable level.  

𝐶̇𝑆𝐶𝑅,𝑜𝑝,𝑣𝑎𝑟 = 𝐶̇𝑆𝐶𝑅,𝑟𝑒𝑎𝑔 + 𝐶̇𝑆𝐶𝑅,𝑐𝑎𝑡 + 𝐶̇𝑆𝐶𝑅,𝑒𝑙  (4-44) 

If detailed data regarding other variable cost components are available, they 

can be considered as well. Furthermore, a contingency component can be  

integrated into the fixed operating costs described in chapter 4.4.3. This prac-

tice disregards the precise aggregation of costs. However, it may be appropri-

ate to avoid underestimation of costs during early stage investment planning, 

(cf. Mayer et al. 2017). 

4.4.2.1 Catalyst Cost 

The catalyst cost comprises of the initial catalyst cost and the catalyst regen-

eration and/or replacement costs. Apart from the catalyst price, the catalyst 

cost depends on the catalyst volume, the catalyst lifetime and the catalyst 

management strategy (cf. chapter 2.2.2.3).  

According to Thøgersen and Jensen-Holm (2010), the catalyst deactivation 

typically ranges between 10 and 15 percent per 10 000 operating hours. It can 

go up to 19 percent per 10 000 hours in case of biomass co-firing under good 

process control25 or even higher, if the process is not specifically controlled. 

Up to a co-firing rate of approximately 20 percent Jensen-Holm et al. (2009) 

confirm that the influence of biomass co-firing on deactivation is very low  

(assuming appropriate control of the process) and can thus be neglected in 

the following.  

                                                                    
24  The costs for disposal may be negative if residues can be sold. This is hardly relevant for NOX 

abatement, yet fly ash or gypsum from particulate matter or sulfur oxide abatement instal-

lations can often be sold. 
25  In case of biomass co-firing, injection of fly ash may be necessary to achieve these results. 
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Catalyst regeneration is very common in recent installations (cf. 2.2.2.3). It 

requires a spare catalyst layer if regenerations shall be possible without  

complete plant shutdowns. The regeneration results depend on the type of 

catalyst, the regeneration process and the degree of poisoning (Wiatros-

Motyka and Nalbandian-Sugden 2018). Under good conditions, up to 100 % 

of the original activity can be regained (Thøgersen and Jensen-Holm 2010). 

This value is thus assumed in the following. 

Equation (4-45) displays the calculation of the catalyst volume 𝑉𝑐𝑎𝑡  based on 

the specific catalyst requirement 𝑉𝑐𝑎𝑡,𝑠𝑝𝑒𝑐  in [m³/MWth]. The total catalyst 

lifetime (including regenerations) is calculated in equation (4-46) with the cat-

alyst lifetime without regenerations 𝑇𝑐𝑎𝑡,ℎ, the number of regenerations per 

catalyst layer 𝑁𝑟𝑒𝑔  and the number of full load hours (either directly deter-

mined in the full load approach or the calculated equivalent in case of part 

load consideration) 𝑡𝑜𝑝,𝑓𝑙,(𝑒𝑞). 

𝑉𝑐𝑎𝑡 = 𝑉𝑐𝑎𝑡,𝑠𝑝𝑒𝑐 ∙ 𝐶𝐴𝑃𝑡ℎ (4-45) 

𝑇𝑐𝑎𝑡,𝑡𝑜𝑡,𝑎 =
𝑇𝑐𝑎𝑡,ℎ ∙ (𝑁𝑟𝑒𝑔 + 1)

𝑡𝑜𝑝,𝑓𝑙,(𝑒𝑞)
 (4-46) 

The reference value of the specific catalyst volume has to be carefully  

selected, as it depends not only on the size of the installation but also on the 

NOX reduction rates to be achieved.  

If no reference data from a comparable investment is available, an approach 

to estimate the catalyst volume is provided by US EPA (2016). This approach 

considers several technically relevant parameters. The equation is presented 

in (4-47) with the necessary adjustment factors displayed in (4-48) to (4-52). 

It can be used alternatively or as a benchmarking value to the existing data. 

𝑉𝑐𝑎𝑡 = 0.07957 ∙
𝑊̇𝑓𝑙
𝑓𝑢𝑒𝑙

1055
∙ 𝜂𝑎𝑑𝑗 ∙ 𝑆𝑙𝑖𝑝𝑎𝑑𝑗 ∙ 𝑁𝑂𝑥𝑎𝑑𝑗 ∙ 𝑆𝑢𝑙𝑎𝑑𝑗 ∙ 𝜗𝑎𝑑𝑗  

(4-47) 
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The original equation displayed in the reference publication has been con-

verted in SI units so that the resulting catalyst volume is calculated in [m³]  

and the thermal input at full load 𝑊̇𝑓𝑙
𝑓𝑢𝑒𝑙

 needs to be inserted in [MJ/h]. It is  

assumed that only one SCR reactor is regarded. The adjustment factors con-

sider the NOX reduction efficiency 𝜂𝑁𝑂𝑥  in percent, the allowed ammonia slip 

in [ppm]26, the concentration of NOX at the inlet of the SCR NOxin in 

[lb/MMBtu], the sulfur content of the fuel xS by dry weight fraction [%] and 

the flue gas temperature at the reactor inlet ϑ in degrees Celsius.27  

𝜂𝑎𝑑𝑗 = 0.2869 + (1.058 ∙ 𝜂𝑁𝑂𝑥) (4-48) 

𝑆𝑙𝑖𝑝𝑎𝑑𝑗 = 1.2835 − (0.0567 ∙ 𝑆𝑙𝑖𝑝 [𝑖𝑛 𝑝𝑝𝑚]) (4-49) 

𝑁𝑂𝑥𝑎𝑑𝑗 = 0.8524 + (0.3208 ∙ 𝑁𝑂𝑥𝑖𝑛) (4-50) 

𝑆𝑢𝑙𝑎𝑑𝑗 = 0.9636 + (0.0455 ∙ 𝑥𝑆) (4-51) 

𝜗𝑎𝑑𝑗 = 13.93 − (0.06771 ∙ 𝜗) + (8.878 ∙ 10
−5 ∙ 𝜗2) (4-52) 

From a technical point of view, the most critical parameter is 𝑁𝑂𝑥𝑖𝑛, as the 

value needs to be inserted in [lb/MMBtu]. A direct conversion between 

[mg/Nm³] and [lb/MMBtu] is not possible, yet Faber Burner Company (2018) 

provides a calculator for approximate conversions for gas, oil and coal-fired 

installations from [lb/MMBtu] to [ppm] and Lenntech (2018) provides a fur-

ther converter for [ppm] to [mg/Nm³] based on the molecular weight of NO2. 

A list of frequently used values for NO2 concentrations in coal-fired plants is 

displayed in Table 4-9. 

                                                                    
26  The equation is only valid for ammonia slip levels between 2 and 5 ppm. Above 5 ppm am-

monia slip, the correction factor can be assumed to be 1. 
27  The percentage and ppm values have to be inserted directly, i.e. a value of e.g. 2 % or 2 ppm 

is inserted in the equation as 2. 
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Table 4-9:  Overview of approximate NOX (NO2) concentrations in different units for  

coal-fired plants. 

mg/Nm³ ppm lb/MMBtu 

50 24.7 0.0336 

100 49.4 0.0672 

150 74.0 0.101 

200 98.7 0.134 

400 197 0.268 

600 296 0.403 

800 395 0.537 

1000 494 0.672 

 

The annualized catalyst cost 𝐶̇𝑐𝑎𝑡,𝑎 is then calculated according to eq. (4-53) 

based on the cost of the initial catalyst and the cost of regenerations (with 

the specific catalyst price 𝑐𝑐𝑎𝑡,𝑠𝑝𝑒𝑐  in [€/m³] and the regeneration 

price 𝑐𝑟𝑒𝑔,𝑠𝑝𝑒𝑐  in [€/reg] divided by the total lifetime of the catalyst in years).28 

𝐶̇𝑐𝑎𝑡,𝑎 =
𝑉𝑐𝑎𝑡 ∙ 𝑐𝑐𝑎𝑡,𝑠𝑝𝑒𝑐 + 𝑁𝑟𝑒𝑔 ∙ 𝑉𝑐𝑎𝑡 ∙ 𝑐𝑟𝑒𝑔,𝑠𝑝𝑒𝑐

𝑇𝑐𝑎𝑡,𝑡𝑜𝑡,𝑎
 (4-53) 

Table 4-10 provides some benchmarking catalyst parameters for typical coal-

fired plants (TFTEI 2015a). The situation in specific plants, however, may  

deviate severely from the given numbers, as many parameters, such as fuel 

quality, mode of operation, catalyst management strategy, boiler design and 

configuration, flue gas treatment configuration, location of the plant, etc.  

influence the catalyst characteristics and hence the catalyst cost (Wiatros-

Motyka and Nalbandian-Sugden 2018). 

                                                                    
28  The total catalyst cost is considered as operating costs in favor of simplicity, even though 

other references (e.g. Peters et al. 2003) recommend adding the first fill to the investment. 
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Table 4-10:  Catalyst cost and design data for coal-fired units (TFTEI 2015a). 

 Low High Unit 

Specific catalyst requirement 0.5 0.6 m³/MWth 

Catalyst lifetime 24 000 36 000 h 

Number of catalyst regenerations 0 3 - 

Specific catalyst price 4 000 5 000 €/m³ 

Specific catalyst regeneration price 2 500 2 500 €/m³ 

 

According to Maier (2010), the catalyst prices undergo strong fluctuations 

due to a comparatively unstable sellers’ market. Therefore, the definition of 

a long-term valid reference price is difficult. Users of the methodology are 

encouraged to check current and local price data for new catalyst and catalyst 

regenerations, if applicable.  

A fairly recent reference price for new catalyst of 5 000 to 6 000 US-$/m³ was 

provided by Cichanowicz (2010) and adopted for the 2016 US EPA Air Pollu-

tion Control Cost document (US EPA 2016). Assuming the 2016 average con-

version rate of 1.11 US-$/€, catalyst prices of approximately 4500 - 5400 €/m³ 

result. This reference value is within the same range as the prices listed above. 

Prices for catalyst regenerations differ as well, depending amongst others on 

catalyst material, design, and the regeneration technique. McMahon (2006) 

mentions a typical regeneration price of about 60 % of the price of a new  

catalyst, which will be assumed as reference value in the following. However, 

as discussed in chapter 2.2.2.3, catalyst regeneration, protection and man-

agement is a major field of ongoing research and development which may 

lead to short notice variations regarding cost and performance parameters 

(cf. e.g. Olsen et al. 2017; Wiesel et al. 2017).   

US EPA (2016) further discusses the impact of the time value of money with 

regard to the catalyst cost as the catalyst is usually in operation for several 

months or years. Therefore, the application of a future worth factor based on 
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the replacement interval of the catalyst is recommended in this reference. 

The EPA approach, however, neglects the possibility of catalyst regenera-

tions, which further complicate the consideration of the time value of money. 

Due to the basic goal of the work at hand – the derivation of reasonable early 

stage cost estimations – it is considered acceptable to neglect the time value 

of money in favor of the methodological simplification. The influence of the 

time value of money is furthermore considered comparably low, as the  

replacement intervals are typically several times shorter than the operating 

time of the SCR system itself.  

4.4.2.2 Reagent Cost 

Reducing agents are necessary for the chemical reduction of NOX. The most 

commonly used reagents are ammonia and urea. According to Fisher (2002) 

and US EPA (2016), the type of reagent has a major influence on the cost 

structure of the system with urea causing higher total costs. As ammonia is 

the most commonly used reagent,29 the following section primarily covers 

ammonia applications so that the reference values need to be scrutinized if 

applied for urea applications. 

From a chemical perspective, one mole of ammonia is needed for the reduc-

tion of one mole of NO, while two moles of ammonia are necessary per mole 

of NO2 (cf. chapter 2.2.2).30 The stoichiometric ratio factor SRF (cf. eq. (4-54)) 

defines the amount of reagent to be injected to abate the envisaged amount 

of NOX. In large combustion plants, 90 % to 95 % of NOX in the flue gas is NO, 

therefore, the theoretical stoichiometric ratio for a total reduction of NOX is 

around 1.05.31 An almost linear relationship between the consumption of  

reagent and the amount of NOX removed can be assumed up to about 85 % 

                                                                    
29  In the study of US EPA (2016), about 80 % of the investigated 230 utility boilers use ammonia 

as reagent. In other regions, safety requirements, which are more critical for ammonia, may 

influence the market share and the cost structure. 
30  In technical applications, the stoichiometric ratios deviate from these values. The details will 

be explained below. 
31  This value is valid if ammonia is used as reagent. For urea, the SRF ranges around 0.525. 
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NOX reduction (Rosenberg, Oxley 1993). Above 85 %, the removal efficiency 

begins to decrease due to reaction rate limitations and a higher share of  

ammonia is required for additional NOX removal (US EPA 2016). Yet the addi-

tional amount of ammonia is limited by the permitted ammonia slip, which 

increases with higher stoichiometric ratios due to the higher content of  

ammonia and therewith increasing rates of incomplete reaction (Schultes 

1996). At the same time, this effect limits the maximum reduction efficiency 

of the technology. Stoichiometric ratios factors for practical use in SCR sys-

tems vary typically between 0.8 and 0.9. (TFTEI 2015a; US EPA 2016) 

𝑆𝑅𝐹 =
𝑚𝑜𝑙𝑒𝑠 𝑜𝑓 𝑟𝑒𝑎𝑔𝑒𝑛𝑡 𝑖𝑛𝑗𝑒𝑐𝑡𝑒𝑑

𝑚𝑜𝑙𝑒𝑠 𝑜𝑓 𝑁𝑂𝑥 𝑡𝑜 𝑏𝑒 𝑟𝑒𝑚𝑜𝑣𝑒𝑑
 (4-54) 

The reaction efficiency is further influenced by the temperature, the degree 

of mixing, the residence time and the control of the complex reactions includ-

ing the catalyst management (Schultes 1996). A simplified calculation of the 

optimal SRF is not possible due to these complex influences. It is thus recom-

mended to use reference values from literature (as mentioned above) or from 

comparable installations if available. 

Equations (4-55) and (4-56) display the calculation of the mass of NOX to be 

abated and the therefore necessary mass of reagent 𝑚̇𝑟𝑒𝑎𝑔. The NOx concen-

trations in eq. (4-55) need to be inserted at actual oxygen concentration 

(cf. 4.2.4.2) because the annual flue gas volume is calculated at actual oxygen 

concentration. Consequently, if the SCR is meant to meet a specific ELV 

(𝜌𝑁𝑂𝑥,𝑜𝑢𝑡,𝑟𝑒𝑓𝑂2) expressed at reference oxygen concentration, this ELV must 

be divided by the oxygen correction factor (cf. eq. (4-36)) to derive the per-

mitted emissions at actual oxygen concentration (𝜌𝑁𝑂𝑥,𝑜𝑢𝑡). Both NOX concen-

tration values (𝜌𝑁𝑂𝑥,𝑖𝑛 and 𝜌𝑁𝑂𝑥,𝑜𝑢𝑡) are to be inserted in mass per Nm³. 

∆𝑚̇𝑁𝑂𝑥,𝑎 = (𝜌𝑁𝑂𝑥,𝑖𝑛 − 𝜌𝑁𝑂𝑥,𝑜𝑢𝑡) ∙ 𝑉̇𝑓𝑔,𝑑𝑟𝑦,𝑎  (4-55) 

𝑚̇𝑟𝑒𝑎𝑔,𝑎 =
𝑀𝑟𝑒𝑎𝑔

𝑀𝑁𝑂𝑥
∙ ∆𝑚̇𝑁𝑂𝑥 ∙ 𝑆𝑅𝐹 (4-56) 
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The molar masses M to be inserted in eq. (4-56) are displayed in Table 4-11. 

Scientific literature is not distinct in whether to use the value for NO or NO2 

for NOX. US EPA (2016) uses the value for NO2 while Strauss (2016) uses the 

value for NO. The appropriate value should be selected according to the  

associated emission data. As discussed above, emission values are often con-

verted to NO2 in order to ensure comparability. If this has been done with the 

emission data, the molecular weight of NO2 has to be applied. If unconverted 

data is used, the application of the molecular weight of NO is recommended, 

as the majority of NOX in the flue gas is NO.  

Table 4-11:  Molar masses of NOX and reagents. 

 Element Molar mass [kg/kmol] 

NO 30 

NO2 46 

Ammonia (NH3) 17 

Urea (CH4N2O) 60 

 

Reagents are often delivered and injected as aqueous solutions. Typical con-

centrations for delivery and storage 𝑠𝑠𝑡𝑜𝑟𝑎𝑔𝑒  are 50 % for urea and 29.4 % for 

ammonia (US EPA 2016). Before injection into the system, the reagents may 

be further diluted with water to reach a lower injection concentra-

tion 𝑠𝑖𝑛𝑗𝑒𝑐𝑡𝑖𝑜𝑛.  This dilution facilitates appropriate mixing between flue gas 

and reagent (Heide 2012b). Recent publications such as US EPA (2016) (in 

contrast to US EPA (2002)) disregard this effect, especially for SCR applica-

tions. There may be two reasons, either the dilution of reagents becomes less 

common or the monetary effect of this dilution is negligible. If no further  

dilution before injection shall be considered, the storage and injection con-

centration are equal.  

Equations (4-57) and (4-58) calculate the mass flow of diluted reagent 

𝑚̇𝑟𝑒𝑎𝑔,𝑑𝑖𝑙  at storage and injection concentration, depending on the mass flow 
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of pure reagent. The mass flow of water to be added in order to obtain the 

dilution concentration for injection is calculated in equation (4-59). The total 

annual reagent cost results of the annual consumption and current market 

prices of reagent and water (cf. eq. (4-60)). 

𝑚̇𝑟𝑒𝑎𝑔,𝑑𝑖𝑙
𝑠𝑡𝑜𝑟𝑎𝑔𝑒

=
1

𝑐𝑜𝑛𝑠𝑡𝑜𝑟𝑎𝑔𝑒
∙ 𝑚̇𝑟𝑒𝑎𝑔 (4-57) 

𝑚̇𝑟𝑒𝑎𝑔,𝑑𝑖𝑙
𝑖𝑛𝑗𝑒𝑐𝑡𝑖𝑜𝑛

=
1

𝑐𝑜𝑛𝑖𝑛𝑗𝑒𝑐𝑡𝑖𝑜𝑛
∙ 𝑚̇𝑟𝑒𝑎𝑔 (4-58) 

𝑚̇𝑤𝑎𝑡 = (
1

𝑐𝑜𝑛𝑖𝑛𝑗𝑒𝑐𝑡𝑖𝑜𝑛
−

1

𝑐𝑜𝑛𝑠𝑡𝑜𝑟𝑎𝑔𝑒
) ∙ 𝑚̇𝑟𝑒𝑎𝑔 (4-59) 

𝐶̇𝑟𝑒𝑎𝑔,𝑎 = 𝑚̇𝑟𝑒𝑎𝑔,𝑑𝑖𝑙,𝑎
𝑠𝑡𝑜𝑟𝑎𝑔𝑒

∙ 𝑐𝑟𝑒𝑎𝑔,𝑑𝑖𝑙
𝑠𝑡𝑜𝑟𝑎𝑔𝑒

+ 𝑚̇𝑤𝑎𝑡,𝑎 ∙ 𝑐𝑤𝑎𝑡  (4-60) 

Himes (2004) provides more details on market price developments of rea-

gents. As both ammonia and urea are produced from natural gas, their prices 

fluctuate proportional to natural gas prices (cf. Cichanowicz 2010; Himes 

2004). Table 4-12 provides reference values for different reagent prices 

(Himes 2004).  

Table 4-12: Reagent price examples and comparisons (Himes 2004) [Original numbers are  

in US-$ and were converted in EUR using the 2016 average exchange rate of 

0.90 €/US-$]. 

Reagent 
Delivered  

price 
[€/ton] 

Dry price  
 

[€/ton] 

Reaction 
based price 
[€/mole N] 

Relative 
cost 

Anhydrous ammonia 221 221 1.88 1.00 

29.4 % aqua ammonia 99 337 2.86 1.52 

Prill urea 199 199 2.99 1.59 

70 % urea solution 153 218 3.28 1.74 

50 % urea solution 141 282 4.24 2.25 
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These prices can only be regarded as rough reference values if no better data 

is available. Due to the fluctuation of gas prices and inflation, local circum-

stances including transportation costs, availability, demand and supply rate, 

taxes, etc., current local prices may deviate significantly (Himes 2004). The 

strong price fluctuation is supported by Cichanowicz (2010) who mentions a 

price of 400 $/ton of anhydrous ammonia, which is, after conversion to Euro, 

about 1.6 times the price of Himes (2004). Therefore, the important message 

of Table 4-12 is not the absolute prices but the price relation between the 

reagents. 

The selected type of reagent influences not only the operating costs but also 

the initial investment due to different requirements regarding transportation, 

storage and handling of the chemicals (cf. e.g. Himes 2004; US EPA 2016). 

These differences, however, are comparably difficult to assess on single plant 

scale and the type of reagent is not always known at an early stage of invest-

ment planning. If data is available, it is recommended to consider the envis-

aged type of reagent in the selection of the specific investment reference 

value. However, there is no explicit methodological consideration of different 

investments for the reagents, as this would require detailed information 

about the reagent in use in the reference plant. This is often not the case, 

especially if publicly available reference data is to be used. 

4.4.2.3 Electricity Cost 

The electricity consumption of an SCR system consists of two major compo-

nents. The first one is the direct consumption of the system for reagent stor-

age, distribution and injection, control systems, etc. The second one is the 

energy demand to compensate for the pressure drop of the flue gas stream 

caused by the catalyst layers. This pressure drop needs to be compensated by 

additional fan power.  

Based on the study of Fox (2011), US EPA (2016) states that the power con-

sumption for operating a high-dust SCR is lower than for a low-dust SCR. The 

most important power consuming components are listed in Table 4-13. Their 
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influence on the total consumption, however, varies significantly. Therefore, 

Fox (2011) compares the total power consumption of a high-dust and a low-

dust SCR in a 440 MW coal-fired boiler. The power consumption for a low-

dust unit is twice the consumption of the high-dust unit. 

Table 4-13:  Comparison of power consumption for high-dust and low-dust SCR installations 

(US EPA 2016). 

Power component High-dust SCR Low-dust SCR 

Induced draft fans  lower higher (ca. 2x) 

Ammonia system power higher (ca. 20 %) lower 

Dilution air blower  higher (ca. 20 %) lower 

Dilution air heaters higher (ca. 25 %) lower 

Ammonia pump higher lower 

Seal air fans same same 

Electrical & control power consumption lower higher (ca. 2x) 

Total power consumption lower higher 

 

The pressure drop caused by an SCR (∆𝑝𝑆𝐶𝑅) is significantly influenced by the 

structure and surface of the catalyst. In addition to the pressure drop of each 

catalyst layer, the pressure drop of injection and mixing and the pipework 

contribute to the energy demand. The total pressure drop of an SCR is calcu-

lated by summing up the components mentioned above (cf. eq. (4-61), 

𝑁𝑙𝑎𝑦𝑒𝑟represents the total number of catalyst layers including spare layers if 

applicable).  

The calculation of the annual electricity costs 𝐶̇𝑒𝑙,𝑆𝐶𝑅,𝑎 is provided in equation 

(4-62). As the direct electricity consumption 𝑃𝑒𝑙,𝑑𝑖𝑟,𝑆𝐶𝑅 depends only margin-

ally on the load level, the total operating hours are applied in this case instead 

of the full load hours, in order to avoid an underestimation of the electricity 
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demand. 𝑊𝑒𝑙,𝑠𝑝𝑒𝑐,𝑝𝑑  represents the specific energy demand of the pressure 

drop and 𝑐𝑒𝑙  the price of electricity. Future projections of electricity prices can 

be derived from e.g. spot market price forecasts, as the electricity used  

for emission abatement within the power plant is no longer available for sale. 

Exemplary price projections are published regularly by e.g. the Energy  

Department of the European Commission (European Commission 2018). 

∆𝑝𝑆𝐶𝑅 = ∆𝑝
𝑖𝑛𝑗𝑒𝑐𝑡𝑖𝑜𝑛 + ∆𝑝𝑝𝑖𝑝𝑖𝑛𝑔 + ∆𝑝𝑙𝑎𝑦𝑒𝑟 ∙ 𝑁𝑙𝑎𝑦𝑒𝑟  (4-61) 

𝐶̇𝑒𝑙,𝑆𝐶𝑅,𝑎 = (𝑃𝑒𝑙,𝑑𝑖𝑟,𝑆𝐶𝑅 ∙ 𝑡𝑜𝑝,𝑎 +𝑊𝑒𝑙,𝑠𝑝𝑒𝑐,𝑝𝑑 ∙ ∆𝑝𝑆𝐶𝑅 ∙ 𝑉̇𝑓𝑔,𝑎
𝑤𝑒𝑡) ∙ 𝑐𝑒𝑙  (4-62) 

Table 4-14 displays reference parameters for the calculation of the SCR pres-

sure drop and the thereof resulting electricity consumption. These values 

shall be considered as reference values that may be customized by the user if 

data is available. No reference value is provided for the price of electricity due 

to its fluctuations and because it is comparably easy to obtain from public 

data for specific applications. A reference range for the total pressure drop is 

mentioned in Lecomte et al. (2017) with 5 mbar to 15 mbar. 

Table 4-14:  Reference values for pressure drop calculation (TFTEI 2015a; CAGI 2018). 

 Component Symbol Ref. value Unit 

Pressure drop injection ∆𝑝𝑖𝑛𝑗𝑒𝑐𝑡𝑖𝑜𝑛 1.5 mbar 

Pressure drop piping ∆𝑝𝑝𝑖𝑝𝑖𝑛𝑔 2.5 mbar 

Pressure drop layer ∆𝑝𝑙𝑎𝑦𝑒𝑟 1.5 mbar 

Spec. energy demand of pressure drop 𝑊𝑒𝑙,𝑠𝑝𝑒𝑐,𝑝𝑑 0.007 
Wh/ 

(mbar*Nm³) 

 

Regarding the direct electricity consumption of the SCR system (𝑃𝑒𝑙,𝑑𝑖𝑟,𝑆𝐶𝑅), 

very few reference values are available. EGTEI secretariat (2014) assumes  

a direct consumption of 0.01 MW. Even though the origin of this value is  
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uncertain32, it can be regarded as an acceptable reference value due to the 

comparably low influence of this parameter. According to Cichanowicz 

(2010), about 12 % of the total operating cost of an SCR (including fixed oper-

ating costs) is electricity cost. The major part thereof is needed to overcome 

the pressure drop.  

Nalbandian (2006) offers a simple alternative to estimate an order of magni-

tude for the total electricity consumption of an SCR. She assumes the total 

plant electricity consumption to increase by about 0.6% after installing an 

SCR. Another alternative is provided by US EPA (2016). It calculates the direct 

electricity consumption and the electricity consumption to overcome the 

pressure drop via a factorial equation that, however, requires conversion to 

US units. This equation, as well as other factorial approaches in the US EPA 

methodology, is comparably nontransparent as there is no information about 

the background of the data, the main influences, actuality or applicability pro-

vided. It is therefore not mentioned in more detail in this work. 

4.4.3 Fixed Operating Cost Calculation 

The fixed operating costs of an SCR account for the operation and manage-

ment costs of the system that occur independently of the operation time and 

mode. They are typically calculated as a percentage of the initial investment 

per year (Peters et al. 2003). Regarding the allocation of costs, various  

approaches exist and different regulations may apply.33 Due to the aim of this 

work, which is the facilitation of investment calculation and not a precise  

accounting of costs, all sorts of fixed direct and indirect operation-related 

costs except capital costs are summarized in this category. In the case of eco-

nomically non-profitable investments such as emission abatement installa-

tions, some ‘conventional’ cost items may be disregarded. Plant overhead, for 

                                                                    
32  It is most likely based on information of industry representatives in the TFTEI community. 
33  More details regarding cost classification and allocation are provided for example in Götze 

et al. (2015) and Friedl et al. (2013). 
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example, is usually not allocated to this type of investments (US EPA 2016). 

Insurance and taxes can also be omitted due to their small total amount 

(US EPA 2016). Therefore, administration costs are the only indirect costs that 

need to be considered. In order to facilitate the calculation approach, admin-

istration costs are integrated into the fixed operating cost calculation, as sug-

gested by Cichanowicz (2010) and TFTEI (2015a). 

𝐶̇𝑜𝑝,𝑓𝑖𝑥,𝑆𝐶𝑅,𝑎 = 𝐼𝑆𝐶𝑅 ∙ 𝐹𝑂𝑀 (4-63) 

The calculation of the annual fixed operating costs 𝐶̇𝑜𝑝,𝑓𝑖𝑥,𝑆𝐶𝑅,𝑎 in equation 

(4-63) takes a factor for operation and maintenance (FOM) into account that 

considers direct and indirect operation, maintenance and administration 

costs. It contains spare parts as well as labor. Some other approaches (e.g. 

Yelverton 2009) calculate labor separately, yet because of the low operational 

effort caused by SCR systems (US EPA 2016), the added value of this separa-

tion is considered low in comparison to the additional effort. If applicable (i.e. 

if sufficient data is available), the FOM can also consider contingencies in the 

context of operating costs, for example referring to fluctuations of energy, 

reagent and catalyst prices. 

Reference values for the FOM are scarce, especially because many references 

do not clearly define the envisaged content of the factor. EGTEI secretariat 

(2014) calculates with a reference value of 2 % per year. The value mentioned 

in US EPA (2016) is 0.5 % per year, yet administrative expenditures are con-

sidered separately. In total, an amount of approximately 1 % per year results. 

Cichanowicz (2010) assumes a value of close to 1 % per year as well. Conse-

quently, an FOM between 1 and 2 % per year seems reasonable for most  

applications. 

For simplification, minor cost components such as auxiliary heat for the  

vaporization of water in the reagent solution (cf. Cichanowicz 2010; US EPA 

2016) are not considered in this approach. It is therefore recommended  

rather to overestimate the FOM or to add a contingency in order to compen-

sate these simplifications. 
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4.5 Selective Non-Catalytic Reduction (SNCR) 

Due to the technological parallels between SCR and SNCR systems, the cost 

calculations of the two techniques have many similarities. Therefore, the fol-

lowing section on SNCR is less detailed and contains several references to the 

SCR chapter in order to avoid doublings. In general, SNCR systems are less 

complex and thus less cost-intensive than SCR systems. Therefore, fewer cost 

components need to be considered, the complexity of estimating these, how-

ever, is comparably high. 

4.5.1 Investment Calculation 

The investment calculation for SNCR is based on the same principle as for SCR. 

A specific investment value from a reference or existing plant needs to be 

defined and can be adopted for time, currency or capacity deviations. Refer-

ence values for the specific investment are provided in several publications. 

TFTEI (2015a) mentions an average reference value of 15.55 €/kW.34 Reis 

(2010) lists fuel specific information for: 

 Coal: 15 €/kW 

 Oil: 15 €/kW 

 Gas: 12 €/kW. 

These values can be used if no better plant or company-specific data is avail-

able. Nalbandian (2006) confirms these values by providing a range of 10 to 

20 $/kWel for retrofits and 5 to 10 $/kWel for new installations. The ICAC SNCR 

Committee (2008) also provides comparable values in the range of 5-15 $/kW. 

                                                                    
34  The validity of this number may be limited by the fact that only two installations  

were reported. 



4  Model Part 1: Techno-economic Evaluation of NOx Abatement 

170 

4.5.2 Variable Operating Cost Calculation 

The variable operating cost calculation of SNCR systems is similar to the cal-

culation for SCR systems excluding the catalyst, which is not needed for SNCR 

systems. Therefore, equation (4-44) is reduced by this component as dis-

played in equation (4-64). The calculation of the reagent and electricity cost 

is described in the following sections. 

𝐶̇𝑆𝑁𝐶𝑅,𝑜𝑝,𝑣𝑎𝑟 = 𝐶̇𝑆𝑁𝐶𝑅,𝑟𝑒𝑎𝑔 + 𝐶̇𝑆𝑁𝐶𝑅,𝑒𝑙  (4-64) 

4.5.2.1 Reagent Cost 

The chemical processes and the thereof resulting equations for the reagent 

cost calculation are similar to those for SCR systems. Yet, in SNCR systems, 

the reagent is injected at significantly higher temperatures. This leads to a 

partial thermal deposition of the reagent, causing higher reagent consump-

tion and thus higher stoichiometric ratios (IEA Clean Coal Centre 2017). To 

abate the same amount of NOX in an SCR and an SNCR system, the SNCR  

requires two to three times more reagent than the SCR system (IEA Clean Coal 

Centre 2017).  

Good process control is necessary to keep the ammonia slip below the thresh-

old, as injection of reagent at lower temperatures or shorter than expected 

residence times directly increases the ammonia slip (IEA Clean Coal Centre 

2017). Figure 4-2 displays exemplary stoichiometric ratios at different NOX 

emission and reduction levels. 
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Figure 4-2:  Course of stoichiometric ratios for urea in SNCR systems (NSR: Normalized  

Stoichiometric Ratio) (US EPA 2016). 

4.5.2.2 Electricity Cost 

In contrast to SCR, the pressure drop of an SNCR only results from the injec-

tion and mixing processes. Therefore, equation (4-61) can be reduced to one 

single component as displayed in equation (4-65). 

∆𝑝𝑆𝑁𝐶𝑅 = ∆𝑝
𝑖𝑛𝑗𝑒𝑐𝑡𝑖𝑜𝑛 (4-65) 

𝐶̇𝑆𝑁𝐶𝑅,𝑒𝑙,𝑎 = (𝑃𝑒𝑙,𝑑𝑖𝑟,𝑆𝑁𝐶𝑅 ∙ 𝑡𝑜𝑝,𝑎 +𝑊𝑒𝑙,𝑠𝑝𝑒𝑐,𝑝𝑑 ∙ ∆𝑝𝑆𝑁𝐶𝑅 ∙ 𝑉̇𝑓𝑔,𝑎
𝑤𝑒𝑡) ∙ 𝑐𝑒𝑙  (4-66) 

Equation (4-66) displays the resulting calculation of the total electricity con-

sumption. It consists of the same elements as the equation for SCR systems; 

yet, the energy consumption is significantly lower due to the less extensive 

technical setting. The reference values provided for injection, direct electric-

ity consumption and specific energy demand of the pressure drop are  

assumed equal to SCR installations due to the lack of SNCR specific publicly 

available data. Nalbandian (2006) confirms the resulting order of magnitude 
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by stating that the installation of an SNCR systems causes an increase of  

approximately 0.2 % of the total plant electricity consumption (compared to 

0.6 % for SCR systems). 

4.5.3 Fixed Operating Cost Calculation 

The calculation of fixed operating costs is similar for SCR and SNCR systems 

and has been provided in chapter 4.4.3. As no deviating reference values for 

SNCR systems have been identified, the same order of magnitude (about  

1-2 % of the initial investment per year) is assumed for SNCR systems. The 

lower total investment automatically considers fewer administrative and  

operational work, due to the missing catalyst, as the fixed operating costs are 

calculated as a percentage of the total investment. 

4.6 Total Cost and Abatement Efficiency 

The consolidation of all cost items is methodologically identical for both SCR, 

and SNCR systems. It is therefore summarized in the following chapter and 

can be applied identically for both technologies. The first part of the chapter 

describes the (possible) consideration of contingencies in the given context. 

Thereafter, a cost summary is derived including a comparison of the typical 

cost structures of SCR and SNCR. Finally, the total emission abatement calcu-

lation is provided. Combining the cost assessment and the emission calcula-

tion, the cost-efficiency of the investment project can be derived. 

4.6.1 Contingencies 

Some references such as Himes (2004) recommend the consideration of con-

tingencies in the given context. These contingencies account for possible mis-

takes and difficulties during the planning and construction phase as well as 
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for external influences such as unexpected weather events or price develop-

ments that cause additional costs (Chauvel et al. 2003). Himes (2004) recom-

mends 15 % process and 15 % project contingency for comparable applica-

tions. These amounts suit the study-level accuracy of +/- 30 % as mentioned 

before (Geldermann 2014). The goal of considering contingencies is to avoid 

underestimating the budget and cost calculation. Therefore, it is explicitly rel-

evant for risk-averse deciders, as budget overestimations are usually less crit-

ical than underestimations and underestimations are far more common (Vose 

2015; van der Slot et al. 2015). 

4.6.2 Cost Structure and Summary 

The total investment and cost calculation for NOX abatement in large com-

bustion plants can be summarized in three main categories. The initial invest-

ment, the fixed annual operating costs and the variable operating costs. The 

initial investment has been discussed in detail in chapters 4.3, 4.4.1 and 4.5.1. 

The fixed operating costs (chapters 4.4.3 and 4.5.3) are derived on an annual 

base and calculated as a percentage of the initial investment. The variable 

operating costs are calculated based on the output (i.e. the operating 

scheme) of the plant and provided in either Euro per MWh or Euro per year. 

They consider the consumption of catalyst (only in case of SCR), reagent and 

energy. Contingencies can be added to individual (particularly uncertain) cost 

items or to the comprehensive cost components. 

The total costs of secondary emission abatement installations vary a lot  

depending on the specific plant and technology. In general, they play a con-

siderable role in the cost structure of a plant. According to Nalbandian (2006), 

about 8 % of the total production costs in a fully depreciated coal power plant 

are caused by the costs of an SCR. 

A broadly valid comparison between the annualized investment and the total 

operating costs of emission control installations is difficult due to the major 

influence of the depreciation time and the operating scheme of the plant. 
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Heide (2012a) states that about 15 to 25 % of the total annual costs of typical 

SNCR installations are caused by the investment annuity based on a lifetime 

of 15 years. This data comes from waste combustion plants, but the value of 

25 % is confirmed by ICAC SNCR Committee (2008) as well. SCR installations 

cause higher total annual costs35 with a higher share of the investment annu-

ity (about 40 % of the total annual costs), as investment expenditures are sig-

nificantly higher for SCR systems (Heide 2012a).  

As mentioned above, the cost components are not directly comparable due 

to the differences in time of occurrence and dependency of operating 

schemes. Many economic methods exist to merge the cost components to 

one overall project value. Some examples have been introduced in chapter 

3.4 and one concept, the annuity method, will be explained in the next section 

in order to derive the emission abatement efficiency.  

The aim of this work, however, is to investigate investment decision-making 

in more detail using a real option approach. Therefore, the results of the cal-

culation methodology presented above (the individual cost components) will 

directly serve as input parameters for the second part of the model described 

in chapter 5. 

4.6.3 Total Emission Abatement and 
Abatement Efficiency 

For calculating the costs of air pollution equipment at an annual level, the 

costs of the initial investment and the capital cost throughout the lifetime 

need to be annualized using the annuity method. Therefore, the capital  

recovery factor (CRF) according to the annuity method described in 3.4.2 is 

used (Marlowe et al. 1999; Schnelle et al. 2016). The annualized capital cost  

 

                                                                    
35  In the examples of Heide (2012a) the total annual costs of an SCR are three to five times 

higher than those of an SNCR. 
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𝐶̇𝑐𝑎𝑝,𝑎 are calculated according to equation (4-67) as the sum of all investment 

expenditures (for primary and secondary measures, if applicable) with r rep-

resenting the interest rate and L the (average) equipment lifetime. 

𝐶̇𝑐𝑎𝑝,𝑎 =∑𝐶𝑖𝑛𝑣 ∙ 𝐶𝑅𝐹 =∑𝐶𝑖𝑛𝑣 ∙
𝑟 ∙ (1 + 𝑟)𝐿

(1 + 𝑟)𝐿 − 1
 (4-67) 

The total annual costs consist of the annualized capital costs and the annual 

variable and fix operating costs as shown in equation (4-68). It shall be men-

tioned that this approach does not incur a discounting of future operating 

costs. Therefore, a quantitative comparison with other investment evaluation 

methods such as the net present value may deliver minor deviations regard-

ing the results. Within the accuracy of this study level approach, the devia-

tions are, however, acceptable in favor of increasing transparency and simpli-

fication of the calculations.  

𝐶̇𝑡𝑜𝑡,𝑎 = 𝐶̇𝑐𝑎𝑝,𝑎 + 𝐶̇𝑜𝑝,𝑣𝑎𝑟,𝑎 + 𝐶̇𝑜𝑝,𝑓𝑖𝑥,𝑎 (4-68) 

Regarding the interest rate r to be applied in equation (4-67) controversial 

debates and intensive research are going on (cf. Götze 2008; Götze et al. 

2015; Hering 2008; Hull 2012; Ross 2011). A more detailed discussion of the 

applicable interest rate in the given context will follow in chapter 5.  

The calculation of the specific abatement cost per mass of NOX abated is dis-

played in equation (4-69). This value is an important parameter for the 

techno-economic comparison of alternative technologies. 

𝐶𝑡𝑜𝑡,𝑠𝑝𝑒𝑐 [
€

𝑘𝑔𝑁𝑂𝑥 𝑎𝑏𝑎𝑡𝑒𝑑
] =

𝐶̇𝑡𝑜𝑡 [
€
𝑎
]

𝑚̇𝑁𝑂𝑥 𝑎𝑏𝑎𝑡𝑒𝑑,𝑎 [
𝑘𝑔
𝑎
]
 (4-69) 
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4.6.4 Cross-Media Induced Costs 

The most relevant cross-media effects for NOX abatement were introduced in 

section 2.2.6. As discussed in this section, hardly any systemic effects exist 

that cannot be controlled by technical or operational measures. Furthermore, 

many of these effects are difficult to quantify from an economic perspective, 

without knowing plant-specific details.  

Therefore, the only cross-media effect that shall be considered in one of the 

case studies of chapter 6 is increasing CO2 emissions caused by additional 

electricity consumption. These can be quantified by emission factors and 

rated with the prices of e.g. CO2 certificates or taxes.  

Table 4-15 provides reference emission factors for several fuels based on data 

published by the German Federal Environmental Agency. The values might 

deviate for plants in other parts of the world, as e.g. the origin and prepara-

tion of fuels may be different. For order of magnitude contemplations, how-

ever, these values can be used as reasonable estimates.  

Table 4-15:  Fuel specific emission factors for the German atmospheric emission reporting for 

2016 (Umweltbundesamt 2018). 

Type of fuel Emission factor Unit 

Hard coal 93.6 tCO2/TJ 

Lignite 98.0-113.0 tCO2/TJ 

Crude oil 73.3 tCO2/TJ 

Natural gas 55.9 tCO2/TJ 

Wood residues 107.8 tCO2/TJ 

Biogas 90.6 tCO2/TJ 

 



4.7  Discussion and Validation of Results 

177 

From the additional electricity consumption caused by emission abatement 

measures ∆𝑊𝑒𝑙,𝑎 (both primary and secondary measures can be considered), 

the emission factor 𝑓𝑒𝑚𝑖𝑠𝑠𝑖𝑜𝑛 and the price of CO2 emissions 𝑐𝐶𝑂2, the annual 

additional costs 𝐶̇𝐶𝑂2,a can be calculated according to equation (4-70). The 

conversion rate from TJ in MWh is 278. 

𝐶̇𝐶𝑂2,a =
∆𝑊𝑒𝑙,𝑎
𝜂𝑛𝑒𝑡

∙ 𝑓𝑒𝑚𝑖𝑠𝑠𝑖𝑜𝑛 ∙ 𝑐𝐶𝑂2 (4-70) 

This additional cost item can be considered if national policy implies to do so 

(i.e. if a CO2 pricing scheme is in force). Its designation depends on the type 

of policy instrument in force, yet in most cases, it can be considered a variable 

operating cost item. The prices for CO2 also depend primarily on the type of 

policy instrument in use. Providing reference data for some parts of the world 

might be misleading here, as other regions may face greatly deviating prices. 

As these prices are based on policy programs, however, it can be expected 

that the corresponding information is publicly available for the given region. 

An exemplary case considering CO2 emission fees will be assessed in section 

6.5.2. 

4.7 Discussion and Validation of Results 

The results of the calculation methodology presented above can be validated 

in two different ways. The results can be analyzed and compared with the 

results of other studies and calculation tools. Exemplary tools are the cost 

curves developed by Vijay et al. (2010) or the Coal Utility Environmental Cost 

(CUECost) tool developed by the US EPA (Yelverton 2009).  The cost calcula-

tion methodology provided by the US EPA (2016) lists further reference val-

ues and calculation examples. Reference values for (specific) investments 

have already been mentioned in the corresponding chapters 4.4.1 and 4.5.1. 

More cost values and references are also mentioned in Nalbandian (2006). 

However, the comparison of results remains difficult due to the complexity of 

the tools with a broad variety of input data and assumptions. Therefore, it is 
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impossible to calculate one case study in two or more tools using exactly the 

same input data, as every tool requires different input data.  

Consequently, a detailed comparison can only be made with realistic plant 

data, as (only) plant operators possess the entire data set that is necessary as 

input for the different tools. Publicly available data is never detailed enough 

for precise case studies; a validation from a scientific point of view is hence 

rather difficult. During the project work of TFTEI, however, it was possible to 

cooperate with plant operators.  They did not provide their full data sets but 

used the TFTEI methodology, which is closely related to the methodology  

described above, with their data. Satisfying results that met the expectations 

of study level accuracy were reported. 

The methodology provided above aims at study level accuracy (+/- 30 %). 

Therefore, some process details have been neglected in favor of simplicity 

and transparency. Examples are: 

 Unburned carbon change 

 Excess air change 

 Ash disposal 

 Reagent tank size 

 Altitude of the plant. 

Miller (2011) and US EPA (2016) describe and consider some of these aspects, 

yet their influence on the final results is (for most existing plants) very low. 

Furthermore, startup and shutdown, as well as part load operation are not 

considered in the methodology. As described in 2.1.3 the influence of the  

operating strategy of a plant on the emission abatement results and costs 

may be significant. It is, however, very complex to integrate operating strate-

gies in a generally valid manner due to their technical complexity. Therefore, 

this aspect shall be regarded as an area of future research. Sloss (2016) pro-

vides an overview of flexibility costs for coal-fired plants, but without focusing 

on emission abatement effects.  
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In general, if the user of the methodology is aware of a significant deviation 

between the site-specific conditions and the industry standard (which is con-

sidered in the reference values of the methodology), this deviation should be 

evaluated with regard to its effect on investment and operating costs in order 

to avoid major falsifications of the results. 

4.8 Transferability of the Methodology 

The calculation methodology has been developed for NOX abatement instal-

lations in large combustion plants. The transferability to other sectors or pol-

lutants depends on the specific application. For NOX abatement in other sec-

tors with large industrial plants, it can be comparably easy to transfer the 

methodology. For other sectors or pollutants, it may be a lot more difficult. 

Even among large combustion plants for energy generation, major deviations 

with regard to cost calculation may occur. These deviations can be caused by 

differing installation engineering, heterogeneous fuels, different locations 

and other conditions such as the complexity of retrofits. A site-specific plau-

sibility check for all assumed values is hence recommended.  

Other sectors, for example the waste processing sector (waste incineration 

plants) or the cement industry use very similar techniques for NOX abate-

ment. For such applications, specific parameters may have to be adapted, e.g. 

the catalyst parameters may be influenced by increased catalyst poisoning 

(cf. e.g. Richers and Günther 2014). 

NOX abatement systems for mobile sources such as cars or trucks are based 

on identical technical principles, nevertheless, the design and size of the sys-

tems are completely different from stationary industrial applications. The cost 

calculation methodology at hand will hardly be of use for these applications.  
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For other pollutants in large industrial plants, some parts of the methodology 

may be of use, such as the calculation of the flue gas volume. The calculation 

of electricity costs may also be adopted, even though the factors for pressure 

drop and direct consumption are certainly to be adapted. Other aspects such 

as the calculation of the initial investment depend primarily on the abatement 

technology and have to be adapted for other pollutants. Examples of invest-

ment and cost calculation for PM and SO2 are provided in TFTEI (2015a) and 

US EPA (2016). 

For the second part of the modeling approach in the following chapter 5, all 

sorts of abatement techniques can be used, as long as all relevant cost  

components (annual costs, investment, fixed and variable operating costs) 

are available. 
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5 Model Part 2: Option-Based 
Decision-Making (ROA) 

Based on the theoretical introduction in chapter 3 and the outputs of the 

techno-economic model in chapter 4, the decision-support model will be  

introduced in the following. The chapter starts with a definition of the basic 

terms and assumptions and a description of the interface with the techno-

economic model, followed by an overview of constraints and input values. 

Furthermore, two possible calculation perspectives will be introduced with 

regard to their idea and mathematical implementation. A first set of stylized 

examples will also be analyzed in order to demonstrate the general behavior 

and possible results of the model. Finally, both perspectives will be compared 

to each other and assessed for their deviations, strengths, and weaknesses. 1  

5.1 Definitions, Assumptions and Input Data 

Some important definitions and assumptions need to be clarified, as the  

underlying application of legally enforced environmental investments  

includes several deviations from financial options and common real option 

applications. Therefore, this section can also serve as reference for the  

understanding of the further calculations and results of this work. For other 

types of investment projects, the methodology and the outcomes might be 

applicable as well, yet it needs to be investigated in detail, to which extent 

the assumptions and definitions in this study apply accordingly in order to 

assess the transferability of results and methodological constraints.  

                                                                    
1  Parts of this chapter have previously been published in Mayer and Schultmann (2017) and 

Schiel et al. (2019). 
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5.1.1 Application Specific Terms and Definitions 

Based on the nomenclature of financial option valuation, the most important 

terms will be briefly introduced in the context of the application at hand in 

the following. This assessment reveals several deviations from ‘standard’  

option valuation literature and is therefore of great importance for the fur-

ther understanding and discussion of the ROA model and its results. 

5.1.1.1 Project 

The emission control investment and its operation throughout the lifetime 

are defined as project in the following. Therefore, all directly related cash 

flows will be considered, no matter if it is a retrofit in an existing plant or a 

new installation. Other cash flows related to e.g. the operation of the plant 

itself will not be considered in the context of this work, as discussed in 3.6. 

This delimitation can be regarded as system boundary for the calculation of 

all project related cost components in order to derive the NPV of the project. 

5.1.1.2 Option 

The option in the considered context differs from other (real) option applica-

tions, as the valued option is not defined as the option to invest, but to  

advance the investment compared to the latest considered decision-making 

time. It is therefore assumed that the investment has to be executed by the 

end of the decision-making period; not to invest, is not allowed in this model. 

One consequence resulting thereof is the need for a rolling horizon planning. 

As the investment needs to be executed by the end of the decision-making 

period, it is not possible to predefine a fixed investment threshold. Instead, it 

needs to be assessed in every period whether an immediate investment is 

advantageous compared to a delayed investment. If the investment is  

delayed, the same analysis needs to be conducted again in the subsequent 

period, based on the actual development of the uncertain parameters. 
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5.1.1.3 Strike Price 

The strike price is defined as the NPV of the project at the considered time t. 

By considering the NPV as strike price and not e.g. the total investment, all 

sorts of uncertainties and policy instruments with monetary outcomes can be 

investigated, such as fees and taxes, subsidy systems, commodity prices and 

the like. In order to compare the value of the project at different times in the 

future, the simulated strike prices, i.e. the NPV at those times, can be com-

pared. This will be explained in further detail in 5.2.2 and 5.3.2. In order to 

support the intuitive understanding of the calculations, the strike price will be 

denoted as NPV in the following. 

5.1.1.4 Option Price 

As the definition of the option differs from common (real) option applications, 

the definition of the option price differs as well. In a financial context, the 

option price has to be paid at the beginning of the lifetime of the option, no 

matter if it will be executed later or not. In the application at hand, the option 

price is defined as the additional cost that occurs when advancing the invest-

ment, i.e. when executing the option. Therefore, the option price is an  

imputed cost item that is considered for decision-making without causing any 

expenditures if the option is not executed. 

In this work, the imputed interest is selected as a suitable measure for the 

option price. However, if a considered investment is known to cause higher 

or lower costs when being delayed, this value may be adjusted. The use of the 

imputed interest as option price may be questioned, as one could state  

that the investment needs to be executed in any case. Therefore, it might  

be sufficient to use only the difference between the present and the future 

value of the imputed interests as the option price (i.e. the discounted imputed  

interest).  
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Particularly for risk-averse decision-makers, however, this might be an exces-

sively optimistic approach. Future research with regard to the precise defini-

tion of the option price is hence recommended at this stage with regard to 

both the base value considered (i.e. the imputed interest in this case) as well 

as the applicable interest rate.  

5.1.1.5  Real Option Value 

The real option value ROV is defined as the intrinsic value of the option. It 

refers to the difference between the current price of the underlying asset and 

the strike price of the option (cf. e.g. Carr and Jarrow 1990). In the given con-

text, the current price is the NPV in t0 and the strike price is the discounted 

NPV in the considered future period t. The resulting difference is reduced by 

the option price in order to calculate the option value. If the option value is 

positive, the option to advance the investment is in the money, if it is nega-

tive, it is set to zero and the option is out of the money. 

5.1.1.6 Return 

In order to evaluate the investment decision, it is necessary to compare the 

resulting option value with an expected return R. Due to the consideration of 

the intrinsic option value and the fact that option values can never be nega-

tive, it is sufficient for a Monte-Carlo-Simulation to have one path in the 

money in order to have a positive total option value. Therefore, it is not suf-

ficient to have an option value above zero but a distinct return has to be  

defined as threshold value. A reasonable recommendation for environmental 

investments could be the long-term investment rate as further discussed in 

section 5.1.5. This is, however, not a fixed default value but may be adapted 

according to the expectations and risk perception of the decision-maker. 

In this work, R is calculated as the ROV divided by the investment at time t0. 

This can be questioned, as the investment does not gain revenues but causes 

costs throughout its lifetime. Therefore, the NPV could also be used as base 

value instead of the investment. However, as the question is not if to invest, 
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but when to invest, the costs over the lifetime can be argued to occur anyway, 

no matter when the investment will take place. Therefore, the investment is 

selected as reference value, as this enables a comparison between the 

achieved return and the imputed interest, which is also calculated as a factor 

of the total investment. 

5.1.2 Interface with Techno-Economic Model 

The interface with the techno-economic model described in chapter 4 is one-

directional, i.e. the techno-economic model delivers data for the ROA model 

but not the other way round. Table 5-1 provides an overview of the output 

parameters that serve as input for the ROA. These will be complemented by 

direct input values for the ROA model. 

Table 5-1:  Data from the techno-economic model to be considered for the ROA. 

Data from techno-economic model Parameters Unit 

Investment Total (initial) investment € 

Operating costs   

Energy Consumption MWh/a 
 Price €/kWh 

Reagent Consumption t/a 

 Price €/t 

Catalyst Volume m³ 

 Lifetime h 

 Price €/m³ 

Operation and management Factor % of TCI/a 

Emissions   

Emissions without abatement Total emissions t/a 

Emissions with abatement Total emissions t/a 

Timeframe   

Lifetime (control technique) Lifetime of the investment a 

Operating time (plant) Plant operating hours h/a 
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The level of detail of the parameters can be adapted according to the needs 

of the scenarios. If, for example, the operating costs are considered as fixed, 

a total summed-up cost is sufficient. Yet, in order to be able to investigate 

different parameters with regard to their decision relevance, a higher level of 

detail with individual cost components such as reagent, catalyst, etc. needs 

to be considered. 

5.1.3 Time Constraints 

In case of a delayed investment, the lifetime of the investment is not clearly 

predefined. Two alternatives are possible, that are visualized in Figure 5-1. 

The decision-making period, i.e. the time between the current time t0 and T 

is typically a period of not more than 5 years, because predictions beyond this 

point, especially in a political context, are very uncertain and usually not pos-

sible/reasonable.  

The economic lifetime L of the investment, however, is typically much longer 

(about 15 to 30 years in case of emission abatement installations), depending 

on the technical lifetime of the installation and the lifetime of the overall 

plant.2 While delaying the initial investment, the end of the lifetime can either 

be delayed as well, which results in a fixed lifetime L and a variable end of the 

considered time frame tL (cf. ‘Fixed lifetime’ in Figure 5-1). This is particularly 

reasonable if the plant is expected to be operated longer than the economic 

lifetime of the environmental investment. If, on the other hand, the operating 

time of the plant is limited (e.g. due to permit limitations), the lifetime of the 

investment may be shortened by delaying the investment (cf. ‘Fixed end of 

life’). The more suitable contemplation has to be selected for every applica-

tion depending on the given circumstances. 

                                                                    
2  The remaining lifetime of the plant is particularly relevant in case of retrofits. 
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Figure 5-1: Alternative considerations of the project lifetime in case of a delayed investment .  

5.1.4 Stochastic Processes and Jumps 

Markov Jumps are considered the most interesting stochastic processes with 

regard to the considered applications. Therefore, they will be used for the 

simulations in the case studies of chapter 6. For the examples in this chapter, 

there is no explicit stochastic process defined but stylized trends and devel-

opments are assumed. These courses of investments do not represent any 

realistic scenarios but aim at supporting the intuitive understanding of the 

methodology. 

5.1.5 Interest Rate 

The calculations in the following are based on the present value approach. 

Therefore, the interest rate is an important influencing parameter, as all  

future cash flows are to be discounted. The selection of an appropriate  

 

Based on the discussion in 3.5.4 and 3.6.2, Geometric Brownian Motion and  
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interest rate is especially critical for long-term investments with environmen-

tal relevance. According to the German agency for environmental affairs it is 

recommended to use the long-term investment rate for low-risk bonds  

(Umweltbundesamt 2012). Disregarding short-term fluctuations, this rate 

tended to level off at around 3 % during the last 150 years (Umweltbun-

desamt 2012). Even in times of very low interest rates, this rate is expected 

to be lower than usual expectations regarding the return on investments in 

industrial plants. As the primary aim of environmental investments is not to 

gain revenues, the recommended 3 % interest rate will be used in the follow-

ing, although not all companies might share this opinion.  

Higher interest rates tend to overestimate the time value of money, which 

leads to a disproportional preference for later investments. In this work, the 

cost of capital is not assessed in detail, i.e. equity and outside capital is not 

distinguished for simplicity reasons. If the precise situation of a company is 

known, however, the WACC (Weighted Average Cost of Capital) could be used 

in order to differentiate appropriately. 

5.1.6 Input Data for Stylized Examples 

Five stylized examples will be used in the following, in order to visualize the 

implementation and the behavior of the methodology in typical scenarios and 

to explain the calculations in more detail. These examples are based on a NOX 

abatement installation in a 1 000 MW coal-fired combustion plant. The costs 

are calculated according to the methodology described in chapter 4. The ini-

tial state of the examples is hence based on a realistic setting.3 This is not the 

case for the assumed developments of the NPV for investments between t1 

and T in the five examples. These development paths of the NPV are not  

intended to display actual future developments but represent five different 

contrasting settings.  

                                                                    
3  The initial state is the current value (NPV) of the project in t0. 
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All exemplary paths assume an initial investment at time t0 of 20 M€. The sys-

tem has a lifetime of 20 years and annual operating costs of 1.5 M€ accrue. 

The operating costs are assumed to remain constant throughout the lifetime 

and emission fees are not considered in favor of transparency.4 Regarding the 

lifetime, the ‘fixed lifetime’ contemplation is assumed. The decision-making 

period spans five years, starting from t0 with a latest possible investment in 

t4. The interest rate is set to 3 %.  

Table 5-2 displays the underlying data for the stylized examples. The net pre-

sent value of the total operating costs (𝑁𝑃𝑉𝐶𝑜𝑝,𝑡0) over the lifetime of the  

investment is calculated in equation (5-1). Starting from the considered  

investment time t the annual operating costs OCannual are discounted to t0.5  

𝑁𝑃𝑉𝐶𝑜𝑝,𝑡0 =∑𝐶̇𝑜𝑝,𝑎 ∙ (1 + 𝑟)
−𝑘

𝐿+𝑡

𝑘=𝑡

 (5-1) 

Table 5-2:  NPV of the operating costs over the lifetime and investment examples in M€. 

t NPVCop,t0 
Investment scenario 

1 2 3 4 5 

0 22.99 20 20 20 20 20 

1 22.32 20 19 23 30 30 

2 21.67 20 18 26 30 20 

3 21.04 20 17 29 30 30 

4 20.42 20 16 32 30 25 

                                                                    
4  These assumptions may be questionable in practical applications, yet they facilitate the  

reproduction of the calculations. 
5  t is the time of the considered execution of the investment. As the decision-making focusses 

on the current period t0 (the question is whether to invest now or to delay the investment), 

all operating costs are discounted to t0, even though the investment may be executed later 

and operating costs do not occur prior to t. This contemplation will be helpful for the subse-

quent calculations. 
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As described above, the operating costs are assumed to remain constant over 

time and are thus independent of the investment scenarios. The investment 

is hence considered the only uncertain variable in the following. The five styl-

ized investment examples are designed to follow different trends (steady  

investment, decreasing investment, increasing investment, investment jump, 

fluctuating investment). This data will be used for the exemplary calculations 

of the two perspectives in sections 5.2.4 and 5.3.4. 

5.2 Savings Perspective 

As introduced already, the calculations in the following are based on a two-

fold contemplation with two perspectives that result from the politically  

enforced must-investment. The advancing of an investment may gain savings 

compared to a future investment with uncertain NPV. It is also possible, that 

the delay of an investment causes losses, again if the NPV increases signifi-

cantly in the future. The main difference between the two perspectives is the 

angle of view. Both perspectives will be introduced in the following, starting 

with the savings perspective in this section.  

In most cases, the results of both perspectives are, as intuitively assumed, 

identical. Nevertheless, deviations may occur in certain cases. The description 

of the idea and aims of the savings perspective is followed by detailed expla-

nations of its mathematical implementation. In order to assess the calcula-

tions and their results in more detail, the results of the five stylized examples 

will finally be introduced and discussed. 

5.2.1 Idea and Setting 

As introduced above, the savings perspective investigates the savings of an 

advanced investment compared to a later investment. The savings hence rep-

resent a reduction of the total economic losses caused by the project, as the  
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calculations are based on the assumption that the considered investments 

are economically disadvantageous. 

The mathematical basis of the savings perspective is dynamic programming 

with its backward induction approach. Starting from the end of the decision-

making period (T), it compares the project value of an investment in T with 

the project value of an investment in T-1. The project value is calculated as 

the NPV of the project. It includes the initial investment and all future cash 

flows CF throughout the lifetime L, discounted to the considered time t with 

the interest rate r. In the following, NPV is exclusively used for the overall NPV 

of the project and thus not further indexed. A residual value at the end of the 

lifetime is not considered. The total decision-making period is allocated to a 

discrete number of decision-making times ti with i ∈ {0, 1, 2,…,T-1}.6 Each ti 

represents the start of one period (e.g. one year) and all costs are allocated 

to the beginning of the corresponding period.  

5.2.2 Mathematical Implementation 

Equation (5-2) displays the calculation of the NPV for each ti if no emission 

fees (NEF) are considered.7 The investment is by definition an expenditure, 

whereas the accumulated cash flows are in this case also (mostly) expendi-

tures and thus negative values. In order to facilitate the subsequent calcula-

tions, the (negative) cash flows are subtracted from the (positive) investment, 

in order to get a positive NPV.8 Consequently, it needs to be kept in mind that 

a low NPV is economically advantageous in this case, as it contains lower total 

expenditures.  

                                                                    
6  Because the counting of periods starts at time 0, the enumeration ends at T-1 in order to have 

the correct number of time steps. 
7  Emission fees, if applicable, are induced by policy instruments such as taxes and trading 

schemes. 
8  In fact, the absolute values of the investment and the cash flows are summed up. 
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Equation (5-3) is an extension of (5-2) including the consideration of emission 

fees (EF). All annual costs are discounted to the considered time t, whether 

they occur before or after t. If EF are considered, cash flows prior to t (which 

are typically caused by fees on pollutants emitted before the installation of 

an abatement system) are also taken into account in order to calculate the 

NPV of the project. This is necessary, as these expenditures are directly influ-

enced by delayed investment decisions. Equation (5-3) displays a ‘fixed life-

time’ contemplation (cf. section 5.1.3), therefore, the total number of time 

steps increases if the investment is delayed.9 If emission fees shall be consid-

ered in a ‘fixed end of life’ setting, the upper bound of the summation has to 

be reduced by the index of the considered investment period t.10 

𝑁𝑃𝑉𝑡,𝑁𝐸𝐹 = 𝐼𝑡 −∑(𝐶𝐹𝑡+𝑘 ∙ (1 + 𝑟)
−𝑘)

𝐿−1

𝑘=0

 (5-2) 

𝑁𝑃𝑉𝑡,𝐸𝐹 = 𝐼𝑡 − ∑ ((𝐸𝐹𝑡+𝑘 + 𝐶𝐹𝑡+𝑘) ∙ (1 + 𝑟)
−𝑘)

𝐿−1

𝑘=−𝑡

 (5-3) 

Due to the mandatory investment constraint, the investment needs to be ex-

ecuted in T at the latest. In order to calculate the investment strategy for T-1, 

the NPV of an investment in T and T-1 are to be compared. Therefore, the 

option price OP (cf. eq. (5-4)), which consists of the imputed interest caused 

by the investment, is added to the NPV. If the NPV in T discounted to T-1 is 

lower than the NPV in T-1 plus the OP from T to T-1, an investment in T should 

be favored. Otherwise, the investment is recommended to be advanced to  

T-1 (cf. eq. (5-5) and (5-6)). 

𝑂𝑃𝑇−1 = 𝐼𝑇−1 ∙ 𝑟 (5-4) 

                                                                    
9  Reinvestments could be considered in order to create periods of the same length. However, 

this appears highly uncertain in such a volatile environment with comparably long lifetimes 

of investments. Therefore, reinvestments will not be considered in the following. 
10  Assuming that L represents the total considered lifetime of the installation starting from t0. 



5.2  Savings Perspective 

193 

𝑁𝑃𝑉𝑇−1 + 𝑂𝑃𝑇−1 < 𝑁𝑃𝑉𝑇 ∙
1

1 + 𝑟
→ 𝐹𝑎𝑣𝑜𝑟 𝑖𝑛𝑣𝑒𝑠𝑡𝑚𝑒𝑛𝑡 𝑖𝑛 𝑇 − 1 (5-5) 

𝑁𝑃𝑉𝑇−1 + 𝑂𝑃𝑇−1 > 𝑁𝑃𝑉𝑇 ∙
1

1 + 𝑟
→ 𝐹𝑎𝑣𝑜𝑟 𝐼𝑛𝑣𝑒𝑠𝑡𝑚𝑒𝑛𝑡 𝑖𝑛 𝑇 (5-6) 

The procedure for the preceding period T-2 is similar to the steps described 

above, but the NPV of the current period needs to be compared to the NPV 

of the favored succeeding period t*. Therefore, the general versions of equa-

tions (5-5) and (5-6) are displayed in (5-8) and (5-9), with the favored succeed-

ing period considered.11  

𝑂𝑃𝑡 = ∑ 𝐼𝑡

𝑡∗−𝑡

𝑘=1

∙ 𝑟 ∙
𝐿 + 1 − 𝑘

𝐿
 (5-7) 

𝑁𝑃𝑉𝑡 + 𝑂𝑃𝑡 < 𝑁𝑃𝑉𝑡∗ ∙
1

(1 + 𝑟)(𝑡
∗−𝑡)

→ 𝐹𝑎𝑣𝑜𝑟 𝑖𝑛𝑣𝑒𝑠𝑡𝑚𝑒𝑛𝑡 𝑖𝑛 𝑡 (5-8) 

𝑁𝑃𝑉𝑡 + 𝑂𝑃𝑡 > 𝑁𝑃𝑉𝑡∗ ∙
1

(1 + 𝑟)(𝑡
∗−𝑡)

→ 𝐹𝑎𝑣𝑜𝑟 𝑖𝑛𝑣𝑒𝑠𝑡𝑚𝑒𝑛𝑡 𝑖𝑛 𝑡∗ (5-9) 

If in T-1 an investment in T was favored, the OP for T-2 needs to be calculated 

from T to T-2. If more periods are to be considered, the OP needs to be calcu-

lated for the number of periods between t and the favored succeeding period 

t*. Equation (5-7) displays the calculation of the OP for an arbitrary number 

of periods between the current period and the favored succeeding period t*. 

This calculation assumes linear depreciation throughout the lifetime L of  

the investment and an annual aggregation of interests without discounting 

the imputed interests of future periods. These assumptions simplify the  

actual situation, yet, the error caused by these simplifications is considered 

acceptable. 

                                                                    
11  t* needs to succeed t, therefore t* > t. The initial t*=T and the initial t=T-1. 
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The procedure described above is executed from T to t0 for every price path 

generated by Monte-Carlo-Simulation according to the underlying stochastic 

process. To derive an overall option value, every path that recommends an 

investment later than in t0 is set to 0 (cf. (5-10)), as the option to advance the 

investment to t0 is out of the money in these paths. For all other paths, the 

real option value is defined as the savings that occur by advancing the invest-

ment compared to the next best time t*. 𝑅𝑂𝑉𝑡0,𝑚𝑐,𝑠 represents the option 

value of the Monte-Carlo path mc in the savings perspective s.  

𝑅𝑂𝑉𝑡0,𝑚𝑐,𝑠 =

=

{
 
 

 
 0 𝑖𝑓

𝑁𝑃𝑉𝑡∗

(1 + 𝑟)𝑡
∗  < 𝑁𝑃𝑉𝑡0 + 𝑂𝑃𝑡0,𝑡∗

𝑁𝑃𝑉𝑡∗

(1 + 𝑟)𝑡
∗ − (𝑁𝑃𝑉𝑡0 + 𝑂𝑃𝑡0,𝑡∗) 𝑖𝑓

𝑁𝑃𝑉𝑡∗

(1 + 𝑟)𝑡
∗ > 𝑁𝑃𝑉𝑡0 +𝑂𝑃𝑡0,𝑡∗

 
(5-10) 

In the savings perspective, the real option value is a true value, as it repre-

sents the expected value of the savings that result from an advanced invest-

ment. A maximization of the real option value ROV is thus economically  

advantageous. The overall real option value for the maximum savings sce-

nario ROVS is calculated as the mean of the results of all Monte-Carlo simu-

lated paths (cf. eq. (5-11)).   

𝑅𝑂𝑉𝑠 =
1

𝑀𝐶
∙ ∑ 𝑅𝑂𝑉𝑡0,𝑚𝑐,𝑠

𝑀𝐶

𝑚𝑐=1

 (5-11) 

The resulting real option value is positive as soon as one path recommends 

an immediate investment. Therefore, it is not sufficient to have a positive ROV 

but a certain threshold needs to be defined that has to be met in order to 

recommend an immediate investment. There is no predefined threshold 

value for such applications in literature but a certain expected return on  

investment has to be defined by the decision-maker. This expected return R 

could be equal to the interest rate r as the focus of the considered type of 

investments is not to achieve revenues. A return of e.g. 3 % could serve as a 
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contingency for future risks. Comparing the overall real option value ROVS 

with R, the investment strategy for the maximum savings perspective can be 

derived (cf. eq. (5-12)).  

𝑖𝑛𝑣𝑒𝑠𝑡 𝑖𝑛 𝑡0 𝑖𝑓 𝑅𝑂𝑉𝑠 > 𝑅𝑠
𝑑𝑒𝑙𝑎𝑦 𝑖𝑓 𝑅𝑂𝑉𝑠 < 𝑅𝑠

 (5-12) 

If the real option value ROVS is higher than R, it is recommended to invest in 

t0. If the real option value is lower than R, a delay of the investment is to be 

favored. Based on new information, the model can then be recalculated in 

the next period according to the rolling horizon approach.  

5.2.3 Further Contemplations 

To support the decision-making with additional information, not only the  

average real option value in comparison to the expected return can be con-

sidered, but also the share of paths in the money may be of interest. Particu-

larly in the case of a very volatile situation with a small number of paths with 

very high savings, the average real option value as single decision-making cri-

terion may lead to questionable decisions. 

The final decision-making may also be influenced by the risk perception of the 

decision-making board. Decision theory rules may support a reasonable deci-

sion-making based on the applicable circumstances. More detailed refer-

ences are provided in 3.4.4 and further discussions will follow in the case stud-

ies of chapter 6. 

5.2.4 Stylized Examples 

The results of the maximum savings perspective for the stylized examples  

introduced above are displayed in Table 5-3. Example 1 assumes no changes 

in the investment sum over the considered decision-making period. Thus, no 

matter at what time the investment is executed, investment expenditures are 
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always 20 M€. Thereof, the 𝑁𝑃𝑉 of the whole project (investment plus oper-

ating expenditures) is calculated and discounted to the considered period t 

(𝑁𝑃𝑉𝑡) and the current period t0 (𝑁𝑃𝑉𝑡0). The option prices OP for advanced 

investments are also displayed for all combinations of considered time and 

(next best) investment time.12  

The calculations of the real option values (ROV) start for every example from 

the bottom (t=T=t4). In example 1, the calculated ROV of an advanced invest-

ment in period 3 (compared to period 4) is -1.9 M€, i.e. the advanced invest-

ment would lead to a loss and the resulting ROV for this period is thus 0. 

Therefore, the favored investment period for period 3 (𝑡3
∗) is 𝑡4. The preceding 

period t2 is thus compared to t4 and again the calculated ROV is negative  

(-3.6 M€), the resulting ROV is thus 0. Hence, the investment is recommended 

in 𝑡4, 𝑡2
∗ is also 𝑡4. The same steps follow for periods 1 and 0 with an overall 

result that recommends an investment in t4. The calculated ROV for t0 is  

-7.0 M€, which means that the resulting ROV for the whole example is 0. In 

this case, an advanced investment does not lead to savings, the option is not 

in the money and consequently, the option to advance the investment should 

not be exercised. This result meets the expectations, as equal investment  

expenditures in all considered periods with constant operating expenses 

throughout the lifetime do not justify an advanced investment from an eco-

nomic point of view due to the time value of money. 

The calculations for the second example are similar to the first one and the 

result again supports the intuitive assumption. Due to the declining total  

investment, an advanced investment is even less reasonable than in example 

1, the real option value is 0 again. This example represents a situation with 

declining investment expenses caused by technological developments, econ-

omies of scale or learning curve effects.  

                                                                    
12  The OP in Table 5-3 are calculated and displayed from time τ1 to τ2, with τ1 displayed in the 

columns and τ2 in the lines. 
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Table 5-3: Maximum savings results of the stylized investment examples [M€]. 

t I NPVt NPVt0  
OP 

ROV tinv t* 
t0 t1 t2 t3 

Example 1 0 t4 t4 

0 20.0 43.0 43.0     0 t4 t4 

1 20.0 43.0 41.7 0.6    0 t4 t4 

2 20.0 43.0 40.5 1.2 0.6   0 t4 t4 

3 20.0 43.0 39.3 1.7 1.2 0.6  0 t4 t4 

4 20.0 43.0 38.2 2.2 1.7 1.2 0.6    

Example 2 0 t4 t4 

0 20.0 43.0 43.0     0 t4 t4 

1 19.0 42.0 40.8 0.6    0 t4 t4 

2 18.0 41.0 38.6 1.2 0.6   0 t4 t4 

3 17.0 40.0 36.6 1.7 1.1 0.5  0 t4 t4 

4 16.0 39.0 34.6 2.2 1.6 1.1 0.5    

Example 3 1.1 t0 t1 

0 20.0 43.0 43.0     1.1 t0 t1 

1 23.0 46.0 44.6 0.6    0.9 t1 t2 

2 26.0 49.0 46.2 1.2 0.7   0.7 t2 t3 

3 29.0 52.0 47.6 1.7 1.3 0.8  0.5 t3 t4 

4 32.0 55.0 48.9 2.2 2.0 1.5 0.9    

Example 4 1.9 t0 t4 

0 20.0 43.0 43.0     1.9 t0 t4 

1 30.0 53.0 51.4 0.6    0 t4 t4 

2 30.0 53.0 49.9 1.2 0.9   0 t4 t4 

3 30.0 53.0 48.5 1.7 1.8 0.9  0 t4 t4 

4 30.0 53.0 47.1 2.2 2.6 1.8 0.9    

Example 5 0 t2 t4 

0 20.0 43.0 43.0     0 t2 t4 

1 30.0 53.0 51.4 0.6    0 t2 t4 

2 20.0 43.0 40.5 1.2 0.9   1.1 t2 t4 

3 30.0 53.0 48.5 1.7 1.8 0.6  0 t4 t4 

4 25.0 48.0 42.6 2.2 2.6 1.2 0.9    
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Example 3 investigates a significant increase of the total investment (10-15 % 

per year). This example depicts a seller’s market or a region with high inflation 

rates. The resulting positive ROV recommends an advanced investment. The 

ROV is positive in all periods so that the next best period t* is always the sub-

sequent period.13 The total ROV of the example is 1.1 M€.  

Example 4 displays a more disruptive development. After the first period with 

a low investment, the investment suddenly steps up. This might be the case 

if public incentive programs are cut down. The results show that an invest-

ment in t0 is beneficial compared to an investment in t4, which is the next best 

period t*. The real option value of an advanced investment is 1.9 M€ in this 

example.  

Massive fluctuations of the investment are displayed in example 5. In this 

case, the optimal investment period is t2. The ROV of the path in the current 

period t0 is 0, as an advancing of the investment to t0 is not recommended. 

In order to derive a final recommendation, the expected return of the early 

investment has to be defined. As suggested above, a return R of 3 % (the value 

of r) may be used. Based on the initial investment of 20 M€, the investment 

threshold is thus 0.6 M€. The overall option value in this example is also 

0.6 M€ (calculated as the mean of all paths (0, 0, 1.9, 1.1, 0)), therefore, a 

decision based on these calculations is difficult. As discussed in section 5.2.3, 

one option to improve the information basis for the decision is to calculate 

the probability of achieving savings by investing immediately. As only two out 

of five paths are in the money, the probability is 40 % and does hence not 

support an early investment.14 

                                                                    
13  This is caused by the declining relative increase of the investment. 
14  The derivation of an investment decision is hardly meaningful in this case, as the underlying 

stylized examples do not represent realistic and comparable scenarios with regard to expec-

tations of future developments. Nevertheless, the results are mentioned in order to explain 

the calculation procedure. Chapter 6 provides more meaningful examples and the corre-

sponding results. 
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5.3 Losses Perspective 

The losses perspective is based on a contrary contemplation compared to the 

savings perspective. The delay of an investment may not only gain savings but 

also cause losses in case of disruptive developments that lead to rising invest-

ments. Therefore, the losses perspective aims at calculating possible losses 

that may occur if an investment is delayed. This calculation is less intuitive, as 

the real option value is, in this case, an undesirable ‘value’ that contains 

losses. Thereby, this perspective allows evaluating the monetary risk of  

delaying an investment.  

In the following, the minimum losses calculation is described first. The results 

of this approach equal the maximum savings perspective in most cases. 

Thereafter, other contemplations that are possible within the losses perspec-

tive will be introduced and again the results of the stylized examples will be 

assessed. 

5.3.1 Idea and Setting 

As mentioned already, the losses perspective is not based on the backward 

induction approach as the savings perspective, but it compares the invest-

ment in t0 with every future period t. If a delay of the investment to a future 

period results in an economic loss, the option is considered in the money. This 

contemplation is not very intuitive, as in option theory, an option that causes 

a loss is never in the money. With regard to the question at hand, however, 

this contemplation makes sense, as the option is to advance the investment 

compared to the latest possible period. Therefore, this contemplation can be 

regarded as a double negation that results again in a positive value.  

Due to the missing dynamic programming approach, it is not possible to  

derive the optimal investment period using these calculations, as the future 

periods are not directly set in relation to each other. Therefore, the result is 

only ‘delay’ or ‘invest immediately’. The main advantage of this perspective is 
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the possibility to derive not only information about the best-case scenario, 

but also about mean or maximum losses in case of a delayed investment. 

These contemplations will be further discussed in 5.3.3. Beyond that and  

if not stated otherwise, the assumptions of the savings perspective apply  

accordingly. 

5.3.2 Mathematical Implementation 

Again, the mathematical implementation starts with the calculation of the 

NPV, which is similar to the savings perspective (cf. eq. (5-2) and (5-3)). The 

calculation of the option price starts in this perspective always from the start-

ing period t0. Apart from that, the option price OP is calculated similarly to 

eq. (5-4) in eq. (5-13) for one period and in eq. (5-14) for an arbitrary number 

of periods. 

𝑂𝑃𝑡1 = 𝐼𝑡0 ∙ 𝑟 (5-13) 

𝑂𝑃𝑡 =∑𝐼0

𝑡

𝑘=1

∙ 𝑟 ∙
𝐿 + 1 − 𝑘

𝐿
 (5-14) 

The minimum losses perspective then compares the NPV of an investment in 

t0 plus the OP with the NPV of an investment in t1, discounted to t0. If the 

delay of the investment causes a loss, the option is considered in the money. 

Consequently, having an option in the money has a negative economic effect 

for the investor. Therefore, the aim is to minimize the losses and thus the real 

option value. In the succeeding period t2, the real option value is calculated 

based on the strategy of t1. All paths that do not have an option in the money 

do not need to be regarded again (i.e. the ROV of the whole path is set to 0), 

as a delay to a later time is in any case advantageous and does not lead to a 

loss. Following this scheme, the NPV of every time ti is compared to t0 in order 

to derive the real option value ROV for every period until T with l indicating 

the losses perspective (cf. eq. (5-15)).  
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𝑅𝑂𝑉𝑡,𝑚𝑐,𝑙

=

{
 
 

 
 0 𝑖𝑓

𝑁𝑃𝑉𝑡
(1 + 𝑟)𝑡

< 𝑁𝑃𝑉𝑡0 + 𝑂𝑃𝑡0,𝑡

𝑁𝑃𝑉𝑡
(1 + 𝑟)𝑡

− (𝑁𝑃𝑉𝑡0 + 𝑂𝑃𝑡0,𝑡) 𝑖𝑓
𝑁𝑃𝑉𝑡
(1 + 𝑟)𝑡

> 𝑁𝑃𝑉𝑡0 + 𝑂𝑃𝑡0,𝑡

 
(5-15) 

All paths that are in the money for every time t until T cause a loss if the  

investment is not executed instantly. As all real option values in this perspec-

tive represent losses, the minimum loss per Monte-Carlo path is selected and 

set as option value 𝑅𝑂𝑉𝑚𝑐,𝑙 as displayed in equation (5-16). 

𝑅𝑂𝑉𝑚𝑐,𝑙 = 𝑚𝑖𝑛 (𝑅𝑂𝑉𝑡,𝑚𝑐,𝑙) (5-16) 

Finally, the mean option value of all paths, including the zero paths, is calcu-

lated in equation (5-17) and compared to the average expected return R, as 

discussed for the savings perspective (cf. eq. (5-18)). In this perspective, the 

real option value ROV represents the losses for delaying the investment, 

whereas R represents the expected return for an immediate investment. An 

immediate investment is recommended if the ROV is higher than R. 

𝑅𝑂𝑉𝑙 =
1

𝑀𝐶
∙ ∑ 𝑅𝑂𝑉𝑚𝑐,𝑙

𝑀𝐶

𝑚𝑐=1

 (5-17) 

𝑖𝑛𝑣𝑒𝑠𝑡 𝑖𝑛 𝑡0 𝑖𝑓 𝑅𝑂𝑉𝑙 > 𝑅𝑙
𝑑𝑒𝑙𝑎𝑦 𝑖𝑓 𝑅𝑂𝑉𝑙 < 𝑅𝑙

 (5-18) 

5.3.3 Further Contemplations 

Apart from the minimum losses calculation (displayed as ‘standard’ in Table 

5-4), the losses perspective allows further analyses with regard to possible 

losses that may occur when delaying (i.e. not advancing) an investment. The 

following alternatives may be of interest: 
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Table 5-4:  Overview of reasonable contemplations within the losses perspective. 

 Minimum Mean Maximum 

Paths in the money Standard (X) (X) 

All paths (period-based)  X X 

 

For the paths in the money, the minimum losses calculation is recommended 

as described above. A calculation of the mean and maximum losses of these 

paths is possible by adapting eq. (5-16). The results may help to understand 

the order of magnitude of possible losses but the usefulness of a detailed 

quantitative analysis can be questioned, as there is no economic incentive to 

aim at mean or maximum losses.  

If all paths are considered, maximum and mean contemplations are possible 

and more reasonable. Therefore, the analysis starts in time t1 with the calcu-

lation of the mean or maximum (or e.g. the 0.95 or 0.98 percentile) of the 

option values of all paths in this period. Afterwards, t2 and all following ti can 

be analyzed accordingly. The calculation of the minimum is possible as well 

but is supposed to be 0 in most cases (as soon as one Monte-Carlo path is 0 

in the regarded period, the minimum of this period is 0). These calculations 

may help the decision-maker to analyze not only the best-case but also more 

pessimistic developments. It needs to be emphasized, however, that the  

resulting values are no real option values (by definition) but represent worst-

case losses for all periods. A path that is 0 in all periods except for one is still 

considered as a loss in this period, even though the overall option value of the 

paths is 0 in the standard ROA contemplation. Hence, the results are to be 

regarded as additional input for the decision-making that gives an idea about 

the amount of possible losses in a worst-case contemplation. 

Again, in analogy to the savings perspective, it is possible to calculate the 

number of paths that are in the money and thus lead to a loss (in general or 

with regard to a specific period). Thereof, the probability of a loss can be  
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derived which is also interesting for a decision-maker. For the assessments 

that regard all paths, the calculations of eq. (5-15) may not stop as soon as a 

path is out of the money but need to continue for the succeeding periods. It 

may be the case that in a certain setting, a delay to time ti does not lead to a 

loss whereas a delay to a time later than or prior to ti does cause a loss. These 

losses have to be regarded in case of maximum or average losses contempla-

tions considering all paths. 

5.3.4 Stylized Examples 

The stylized examples of the losses perspective are based on the same data 

as those of the savings perspective; hence, the examples displayed in Table 

5-2 apply accordingly. Table 5-5 displays the results of all investment exam-

ples of the losses perspective.  

The first four columns equal Table 5-3 of the savings perspective. Regarding 

the option price OP, it is sufficient to calculate it from t0 to t, due to the  

reverse contemplation compared to the savings perspective. The real option 

values ROV are then calculated for every period t. The last column tinv has to 

be read from the top to the bottom. Starting in t1, the investment is either 

delayed (if the option value is 0) or recommended in t0 (if the option value is 

larger than 0, as it displays losses).  

As for the savings perspective, example 1 supports the intuitive assumption 

that an advanced investment is not recommended in case of a constant  

investment sum. As the first comparison between period 0 and 1 already rec-

ommends a delay, the value of the example can be set to zero and further 

calculations (even though displayed in the table) are no longer necessary. In 

contrast to the savings perspective, this perspective cannot display the opti-

mal investment time, as the periods are not set in relation to each other, but 

are only compared to the current period t0. Therefore, tinv can only be either 

t0 or ‘delay’. 
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Table 5-5:  Minimum losses results of the stylized investment examples [M€]. 

t I NPVt NPVt0 OPt ROV tinv 

Example 1 0 delay 

0 20.0 43.0 43.0    

1 20.0 43.0 41.7 0.6 0 delay 

2 20.0 43.0 40.5 1.2 0 delay 

3 20.0 43.0 39.3 1.7 0 delay 

4 20.0 43.0 38.2 2.2 0 delay 

Example 2 0 delay 

0 20.0 43.0 43.0    

1 19.0 42.0 40.8 0.6 0 delay 

2 18.0 41.0 38.6 1.2 0 delay 

3 17.0 40.0 36.6 1.7 0 delay 

4 16.0 39.0 34.6 2.2 0 delay 

Example 3   1.1 t0 

0 20.0 43.0 43.0    

1 23.0 46.0 44.6 0.6 1.1 t0 

2 26.0 49.0 46.2 1.2 2.0 t0 

3 29.0 52.0 47.6 1.7 2.9 t0 

4 32.0 55.0 48.9 2.2 3.6 t0 

Example 4   1.9 t0 

0 20.0 43.0 43.0    

1 30.0 53.0 51.4 0.6 9.4 t0 

2 30.0 53.0 49.9 1.2 5.8 t0 

3 30.0 53.0 48.5 1.7 3.8 t0 

4 30.0 53.0 47.1 2.2 1.9 t0 

Example 5   0 delay 

0 20.0 43.0 43.0    

1 30.0 53.0 51.4 0.6 7.9 t0 

2 20.0 43.0 40.5 1.2 0 delay 

3 30.0 53.0 48.5 1.7 3.8 t0 

4 25.0 48.0 42.6 2.2 0 delay 
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The examples 2 and 3 also confirm the results of the maximum savings per-

spective. Example 3 has a positive real option value, which recommends an 

immediate investment. As explained above, the aim is to minimize the losses. 

Therefore, the ROV of example 3 is 1.1 M€, which is the minimum of all real 

option values in this example. Accordingly, example 4 follows the result of the 

maximum savings perspective. Due to the increasing investment in t1, it also 

recommends an immediate investment. Example 5 displays the difficulty of 

the methodology to identify the optimal investment period. As both periods 

2 and 4 recommend a delay, it is not possible to display the optimal period. 

Therefore, the result of example 5 is simply ‘delay’. 

In total, the results of the minimum losses perspective equal those of the sav-

ings perspective for these few paths. As mentioned already, the results may 

deviate for certain paths, an example will be provided in the next section.  

Figure 5-2 displays the NPVt of the project for an investment in t for all exam-

ples. The solid line represents the investment threshold (IT) based on the NPV 

of the current time t0. It is calculated according to equation (5-19) as the sum 

of the compounded investment in t0 and the option price for the correspond-

ing number of waiting periods.  

𝐼𝑇𝑡 = 𝑁𝑃𝑉𝑡0 ∙ (1 + 𝑟)
𝑡 + 𝑂𝑃𝑡  (5-19) 

Below this line is the ‘waiting region’, above the line the ‘execution region’. 

Hence, if the NPV of all time steps in one scenario are above the line, the 

investor should invest immediately. If one or more NPV are below the thresh-

old, the investor is supposed to wait.  
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Figure 5-2:  NPV of the five project scenarios in relation to the investment threshold  

(all expenses discounted to t). 

In contrast to typical optimal stopping problems, the investment threshold 

displayed in Figure 5-2 is not valid throughout the considered decision-mak-

ing interval, but needs to be updated, as soon as new information is available 

(typically in the next period). This is caused by the obligation to invest at the 

end of the decision-making period, such that the investor always needs to 

compare the current state with expected future states and not with a fixed 

profitability threshold that might never be met. Therefore, this approach is a 

typical rolling horizon application that needs to be updated and reconsidered 

regularly. 

5.4 Consolidation and Comparison 
of Both Perspectives 

To derive a decision, the decision-maker can but does not have to consider 

both perspectives. The savings perspective is more intuitive and may thus be 

more transparent and comprehensible. It further allows the calculation of the 
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optimal investment time based on current information. If the investment is 

not executed immediately, the determination of the optimal investment time 

for the paths out of the money may be interesting with regard to future plan-

ning. If a considerable number of paths recommend an investment in the near 

future, prices and other influencing factors can be monitored closely with  

regard to the investment decision. The intervals between the considered time 

steps may be shortened in order to achieve a higher granularity. If most paths 

recommend an investment towards the end of the decision-making period, 

the investment decision and the influencing parameters should still be moni-

tored regularly, but the effort in the near future may be reduced. 

Particularly in the case of tight decisions or risk-averse decision-makers, the 

losses perspective may add additional value, as worst-case scenarios can be 

taken into account as well. Furthermore, the number of paths in the money 

can be calculated for both perspectives. The integration of such parameters 

emphasizes the strong influence of the risk perception of the decision-making 

board. In any case, the additional information about possible future outcomes 

adds value, particularly if project or company-specific information (e.g. liquid-

ity projections) are set in relation to the results. 

The real option values of both perspectives are mostly similar. Differences 

may occur due to the different base values of the option price (OP). In the 

savings perspective, the option price is based on the simulated investments 

of the periods in the future, whereas in the losses perspective, it is always 

based on the initial investment in t0. Differences between the real option val-

ues may occur if the real option values of future periods in the savings per-

spective lead to different next best periods t*. An exemplary path with differ-

ing results is displayed in Table 5-6. A quantitative analysis of the deviations 

for a Monte-Carlo simulated case study will be provided in section 6.4.1.1. 
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Table 5-6:  Exemplary investment path with differing option values in the savings and the 

losses perspective in M€. 

t I NPVt NPVt0  OP ROV tinv t* 

    t0 t1 t2 t3    

Savings perspective 0.13 t0 t2 

0 20.0 43.0 43.0     0.13 t0 t2 

1 22.0 45.0 43.7 0.6    0 t2 t2 

2 24.0 47.0 44.3 1.2 0.7   0.14 t2 t4 

3 26.5 49.5 45.3 1.7 1.3 0.7  0 t4 t4 

4 28.5 51.5 45.7 2.2 1.9 1.4 0.8    

Losses perspective 0.09 t0  

0 20.0 43.0 43.0     0.09 t0  

1 22.0 45.0 43.7 0.6    0.13 t0  

2 24.0 47.0 44.3 1.2    0.59 t0  

3 26.5 49.5 45.3 1.7    0.54 t0  

4 28.5 51.5 45.7 2.2       

 

The exemplary path in Table 5-6 shows the reason for the deviation, which is 

the reference value of the option price. While the option price of the mini-

mum losses perspective always refers to an investment in t0, it is adapted to 

the development of the investment in the savings perspective. This leads (for 

the example at hand) to a shift of the next best period t* in the savings per-

spective, as the ROV in period 1 and 3 are slightly below 0 and, hence, are set 

to 0. Therefore, the total ROV differs between the two perspectives. Such  

deviations may occur if the investment fluctuates closely around the invest-

ment threshold. The absolute deviation can hence be considered moderate 

and the example in chapter 6 will show that the impact caused by this effect 

is usually comparably low. 
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6 Application and Results 

The most important prerequisites for real options to have value are high  

uncertainty and high flexibility (Brach 2003). These two features represent 

the central idea of real options: using operational and managerial flexibility 

to respond to future uncertainty. Therefore, real options provide value, if the 

project, in this case the mandatory investment in an emission abatement  

installation, incorporates them.  

The extent to which projects in the context of emission abatement in LCP 

meet these features may differ severely, depending on local circumstances. 

In order to assess typical situations, the chapter at hand presents exemplary 

applications of the models described above. Two plants will be investigated, 

one in the techno-economic-political context of the EU and one in the context 

of India. Several scenarios will be introduced and assessed in order to evalu-

ate the impact of policy measures and economic fluctuations in this context. 

The chapter is structured in six sub-chapters, starting with the description of 

the two case study plants and the derivation of data-sets, followed by the 

calculation results of the techno-economic model and the ROA and com-

pleted with a section on decision-making and one on policy implications from 

a more general and comprehensive perspective. 

6.1 Case Study Descriptions 

Table 6-1 displays an overview of the considered case study and scenario 

choices, without going into detail regarding the underlying data. For every 

example, one alternative of each of the first three lines has to be selected. 

These alternatives are logically exclusive alternatives, which cannot be  
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combined or left aside. A reasonable case study always requires the consid-

eration of one plant with one abatement technique and either the base or 

tight ELV (the different ELV are applicable for EU SCR only). 

In contrast, the political and economic choices below the bold line can be  

selected and combined according to the needs or expectations of the deci-

sion-maker, considering that a ROA only delivers reasonable results, if at least 

one uncertain, i.e. stochastically simulated, parameter is considered. All dif-

ferent combinations can theoretically be regarded in order to understand the 

behavior of the methodology and to derive conclusions, even though some 

combinations are more relevant in practice than others are.1 

Table 6-1:  Overview of case study/scenario combinations. 

Plant choices EU plant Indian plant 

Abatement tech-

nique choices 
SNCR SCR 

Political choices 

Base ELV Tight ELV 

Discontinued 

subsidies 
Emission fees NOX market 

Economic choices Increasing investment High consumable costs 

 

In the following, the combination of plant location and abatement technique 

is denoted as case study, whereas all combinations of political and economic 

choices under investigation (no matter if deterministic or stochastically  

simulated) are named scenarios. The stochastically simulated choices are  

                                                                    
1  E.g. the combination of emission fees and a NOX market seems very unlikely, as both politi-

cal instruments would target the same parameter, in this case the total NOX emissions. 
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displayed in italic type in the table. An introductory description of the consid-

ered choices and underlying assumptions will be provided in the following, 

before the detailed datasets will be introduced in section 6.2. 

6.1.1 Technical Assumptions and Data 

The calculations in the following are based on the fixed lifetime contempla-

tion (cf. 5.1.3). It is considered reasonable to select one alternative for the 

calculations at hand in order to ensure comparability. From a technical point 

of view, it would also be possible to select the fixed end of life contemplation. 

As mentioned already, this selection has to be based on the circumstances of 

a considered plant in a practical application. 

The case studies only regard SCR and SNCR investments, as they are consid-

ered most interesting with regard to a real option application. Due to the 

large share of investment expenditures (compared to operating expenses) 

and the generally lower total expenditures for primary measures, the overall 

impact of fluctuations (in absolute numbers) is a lot lower and the impact of 

managerial flexibility is hence considered lower for primary measures (cf. also 

Wiatros-Motyka and Nalbandian-Sugden 2018). Nevertheless, the investiga-

tion of primary emission abatement investments according to the methodol-

ogy described above is possible, if the user possesses sufficient data.  

The technical feasibility of the selected techniques has to be investigated sep-

arately, as the plant-specific conditions may require particular consideration. 

Such peculiarities have to be assessed on-site by technical experts. Therefore, 

the results presented below are subject to technical feasibility. The values  

assumed for the technical parameters will be introduced in detail in 6.2. The 

values for the European Plant are based on the results of a TFTEI survey,  

complemented by reference values from literature. The values for the Indian 

plant were adapted from the EU plant to the local circumstances based on  

the insights of the recent report from Wiatros-Motyka and Nalbandian- 

Sugden (2018).  



6  Application and Results 

212 

6.1.2 Political and Economic Assumptions and Data 

The political and economic scenarios aim at displaying the field of action for 

policy and investors. Therefore, the underlying data aims at being realistic in 

the way that the scenarios under investigation could principally happen in the 

future. The aim is not to identify the most likely scenario for the future (based 

on current projections) but to assess possible outcomes of different settings. 

Therefore, less likely scenarios are selected as well and variables are altered 

broadly in order to demonstrate their impact on the resulting decisions. 

With regard to the ELV for the EU, a base case is selected, which uses the ELV 

that is currently in force.2 A second scenario investigates a lower ELV (‘tight 

ELV’) that might be implemented in the future. The detailed values for all  

parameters are listed in section 6.2. 

The operating costs are summarized in all scenarios, as a fluctuation of only 

one operating cost component within a reasonable scale is not expected to 

affect the decision considerably. In order to account for the long lifetime of 

the considered type of investments, an inflation rate is assumed for all future 

costs such as operating costs and NOX fees. The comparison of the project 

values with regard to a delay of the investment is based on the equations 

introduced in chapter 5.  

                                                                    
2  As the BAT-AEL are currently the most stringent regulation in force in the EU, there is not 

one limit, but an upper and lower limit, as the BAT-AEL are provided as a range. It will be a 

task for the national governments to select and implement an ELV within this range. 
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6.2 Input Data 

The following section provides an overview of the plant data for the case stud-

ies described above. All technical and economic parameters for the calcula-

tions and their references are provided for the European SCR. The EU SNCR 

and the Indian examples are based on the same data unless stated otherwise.  

6.2.1 European Plant 

The data for the European plant is predominantly based on a dataset that was 

sent to TFTEI during a survey in 2013 for a high-dust SCR installation. The data 

is hence comparably recent and the parameters can be assumed realistic, 

even though this does not mean that they can be taken as reference values 

for all sorts of plants due to the technical uniqueness of the installations. The 

missing data is completed by reference values from literature and supplier 

publications. The only value that was not taken over directly from the TFTEI 

questionnaire is the specific catalyst volume. This will be discussed in more 

detail in the EU-SCR section. For the ELV, a base value of 200 mg/Nm³ of NOX 

in the flue gas at reference O2-concentration is used.3 As target values, three 

different values will be investigated. The applicable ELV according to the up-

per end of the BAT-AEL range given in the revised BREF LCP is 150 mg/Nm³. 

Therefore, the implementation of an SNCR installation is investigated that 

aims at a new stack emission level of 150 mg/Nm³. Furthermore, a reduction 

to 80 mg/Nm³, which accounts for the lower end of the range of the BAT-AEL 

(85 mg/Nm³), will be investigated as well as an even more stringent level of 

40 mg/Nm³. For the latter two, the installation of an SCR system is assumed. 

                                                                    
3  With the IED, an emission level of 150 mg/m³ was already implemented for many plants. This 

base value, however, would be difficult to assess in the given context, as it already requires 

2° measures in most plants. Hence, an upgrade of 2° measures would be necessary instead of 

a new installation, which cannot directly be assessed by the techno-economic model. 
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A further assumption for both plants and techniques is that the reagent is 

bought at injection concentration so that no further dilution on-site is neces-

sary. The cost of additional water for dilution is hence zero. The excess air 

factor is set to 1.2. Even though Meinke (2014) assumes this value to increase 

in case of e.g. part load operation, it is considered constant in this work, as 

there is no detailed information available and the resulting error is considered 

acceptable with regard to study level accuracy.4 The cost caused by the pres-

sure drop is calculated based on the factor of 0.007 Wh/(mbar·Nm³) used in 

the online calculation tool of CAGI (2018). 

6.2.1.1 SCR 

Table 6-2 displays the values and references to be considered for the SCR in 

the European plant. The data listed in this table does not vary among the dif-

ferent scenarios to be investigated.  

The missing parameters that are altered in the different scenarios are pro-

vided in Table 6-3 for the EU SCR base ELV scenario with their corresponding 

references. The catalyst volume is calculated according to the US EPA meth-

odology, even though a specific catalyst volume was provided in the ques-

tionnaire. This value, however, cannot be adapted to the required abatement 

efficiency, as there is no information available in the questionnaire concern-

ing the initial abatement efficiency. Therefore, the parameters of the ques-

tionnaire together with the assumptions for the ELV to be achieved have been 

used to calculate the catalyst volume. The results are in the same range as the 

provided value and can hence be assumed reasonable.5 

                                                                    
4  Particularly as part-load and startup/shutdown operation is not considered in the case stud-

ies at hand. 
5  A precise comparison of the US EPA value with the value in the questionnaire is not possi-

ble, as the NOX inlet concentration is not provided in the questionnaire. Further assump-

tions that have been made for the US EPA calculation: inlet temperature: 340°C (based on 

the value for high-dust installations provided by Moulton 2015); ammonia slip: 5 ppm. 
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Table 6-2:  Input parameters of the European plant SCR case study. 

Parameter Value Unit Reference 

Technical parameters    

Thermal capacity 1 500 MWth TFTEI data 

Gross electric efficiency 40 % TFTEI data 

Operating hours 5 500 h/a TFTEI data 

Reference O2-content 6 % LCP BREF 

Excess air ratio 1.2 - Meinke (2014) 

Carbon in ash 5 % TFTEI (2015a) 

Fuel parameters    

LHV 28.71 MJ/kg TFTEI data 

Sulfur mass fraction 0.62 wt.-% TFTEI data 

Ash mass fraction 12.5 wt.-% TFTEI data 

Moisture mass fraction 9.00 wt.-% TFTEI data 

NOX abatement parameters    

Emissions before abatement 200 mg/Nm³ ref-O2 assumption 

N° of catalyst regenerations 1 - TFTEI data 

Catalyst lifetime 36 000 h TFTEI data 

Stoichiometric ratio 0.8 - TFTEI data 

Type of reagent ammonia - TFTEI data 

Reagent concentration6 24.9 % TFTEI data 

Pressure drop 13 mbar TFTEI data 

Power demand of pressure drop 0.007 Wh/mbar·Nm³ CAGI (2018) 

Direct electricity consumption 37.5 kW TFTEI data 

Economic parameters    

Lifetime 20 a assumption 

Interest rate 3 % cf. 5.1.5 

Fixed O&M costs 2 % TCI assumption 

Catalyst regeneration price 0.5·cat. price €/m³ TFTEI data 

                                                                    
6  The concentration of 24.9 % was mentioned in the TFTEI questionnaire. The value is some-

how surprising, as e.g. US EPA (2016) mentions a commonly used concentration of 29.4 %. 

Thus, this value might be a typo. However, it is technically possible to use a reagent with 

this concentration. Therefore, it is used for the further calculations.  
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Table 6-3:  Base values for EU SCR scenario calculations. 

Parameter Base value Unit Reference 

Specific investment 33.3 €/kWth TFTEI data 

ELV (approximately) 85 mg/Nm³ ref-O2 LCP BREF 

Emissions after abatement 80 mg/Nm³ BAT-AEL 

Catalyst volume 391 m³ US EPA (2016) 

Reagent price 300 €/t assumption 

Catalyst price 5 000 €/m³ TFTEI data 

Electricity price 32.89 €/MWh 
Fraunhofer ISE 

(2018) 

NOX price 0 €/t assumption 

 

The assumption for the reagent price is based on the data provided by Himes 

(2004), Schnitkey (2016), Tsitsiriki et al. (2007) and US EPA (2016). As the 

prices in these references differ rather significantly, an assumption has to be 

made that may differ for other regions and deviates based on the develop-

ment of the ammonia price on international markets. 

The electricity price is based on the annual average day ahead auction price 

in Germany in 2017 (Fraunhofer ISE 2018). This price is considered, as the 

value of the electricity used by the plant itself is assumed to equal the lost 

revenue that could be achieved when selling the electricity externally. In a 

European comparison, this value is comparably high so that it may be adapted 

for plants in other regions even within Europe. The order of magnitude of the 

total electricity consumption (direct consumption plus pressure drop) has 

also been benchmarked with the study of Yang et al. (2018), which confirms 

the reasonability of the values. 

The catalyst lifetime provided in the questionnaire appears comparably high. 

However, the number of catalyst regenerations (one) is comparably low. 

Hence, the resulting overall costs can be expected to be within a realistic 

range. The variation of the values in Table 6-3 for the scenarios to be investi-

gated will be introduced in more detail in sections 6.2.3 and 6.4. 
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6.2.1.2 SNCR 

Both the fixed input values and the base values of the scenarios for the SNCR 

example are listed in Table 6-4. Only the values that differ from the SCR  

Europe example are mentioned here. In general, the SNCR calculation  

requires less data than the SCR due to the missing catalyst.  

For the specific investment, two references are mentioned, as the data in the 

TFTEI study was scarce for the specific investment of SNCR installations. Yet, 

the TFTEI average value of 15 €/kWth is confirmed by Reis (2010) so that it can 

be considered realistic. The other technical parameters stem from another 

TFTEI questionnaire. 

Table 6-4:  Input parameters of the European plant SNCR case study. Only the parameters that 

differ from the SCR case are listed. For all other parameters refer to Table 6-2 and 

Table 6-3. 

Parameter Value Unit Reference 

Technical parameters unchanged   

Fuel parameters unchanged   

NOX abatement parameters    

ELV (approx.) 150 mg/Nm³ ref-O2 LCP BREF 

Stoichiometric ratio 3 - TFTEI data 

Pressure drop 1.5 mbar TFTEI data 

Direct electricity consumption  11 kW TFTEI data 

Economic parameters unchanged   

Base values for scenarios   

Specific investment 15 €/kWth 
TFTEI data, 

Reis (2010) 

Emissions after abatement 150 mg/Nm³ BAT-AEL 
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6.2.2 Indian Plant 

For a plant in India, the operating circumstances differ from a European plant. 

Nevertheless, the report of Wiatros-Motyka and Nalbandian-Sugden (2018) 

confirms the possibility of using SCR and SNCR system in Indian plants. Even 

though the design of the systems has to be adapted to the specific local cir-

cumstances, the study level cost calculation can be assumed applicable for 

India as well, if specific parameters and prices are adapted accordingly. The 

input data that defers from the EU example is listed in Table 6-5. All missing 

values are equal to the EU example. For India, two technological alternatives 

shall be investigated, SCR and SNCR.  

The ELV for NOX that came into force in 2017 is 300 mg/m³ for all units that 

were installed between 2004 and 2016 and 100 mg/Nm³ for all units installed 

from 2017 onwards (Wiatros-Motyka and Nalbandian-Sugden 2018). There-

fore, two examples shall be investigated, an SNCR installation for achieving 

an ELV of 300 mg/Nm³ and an SCR installation for 100 mg/Nm³. The consid-

ered plant is equal to the European plant with regard to its capacity and effi-

ciency.7 Its emissions before installing a secondary abatement system are as-

sumed to be 600 mg/Nm³, which is realistic if primary measures are already 

implemented. For transparency reasons, the prices are also displayed in Euro, 

even though this is not the local currency. 

The first important adaptation for an Indian plant refers to the coal. Most In-

dian coals have very high ash contents but low moisture contents (Wiatros-

Motyka and Nalbandian-Sugden 2018). This causes some difficulties, particu-

larly in high dust installations, nevertheless modern installations are able to 

cope with this situation. In order to account for the difficulties caused by the 

high ash content, the lifetime of the catalyst is reduced to the lower end of 

                                                                    
7  This might not be perfectly realistic, yet it facilitates comparisons among the examples and 

at least the technical performance standards of modern plants are mostly comparable to EU 

standards (Wiatros-Motyka and Nalbandian-Sugden 2018). 
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the range that has been identified in the TFTEI (2015a) study. The catalyst 

volume is again calculated according to the US EPA (2016) methodology  

and the pressure drop is adapted in order to account for the higher catalyst  

volume. 

Table 6-5:  Input parameters of the Indian plant SCR and SNCR case studies. 

Parameter Value Unit Reference 

Technical parameters unchanged  

Fuel parameters    

LHV 18.35 MJ/kg 
Wiatros-Motyka and 

Nalbandian-Sugden 

(2018) 

Sulfur mass fraction 0.61 wt.-% 

Ash mass fraction 37.13 wt.-% 

Moisture mass fraction 3.6 wt.-% 

NOX abatement parameters   

ELV (SCR) 100 
mg/Nm³ 

ref-O2 
Wiatros-Motyka and 

Nalbandian-Sugden 

(2018) ELV (SNCR) 300 
mg/Nm³ 

ref-O2 

Emissions before abatement 600 mg/Nm³ assumption 

Catalyst lifetime (SCR) 24 000 h Adapted from EU plant 

Pressure drop (SCR) 14 mbar Adapted from EU plant 

Economic parameters unchanged  

Values for deterministic scenarios   

Specific investment (SCR) 31.4 €/kWth Adapted from EU plant 

Specific investment (SNCR) 15 €/kWth Adapted from EU plant 

Emissions after abatement (SCR) 100 mg/Nm³ ELV 

Emissions after abatement (SNCR) 300 mg/Nm³ ELV 

Catalyst volume (SCR) 543 m³ US EPA (2016) 

Reagent price 375 €/t Adapted from EU plant 

Catalyst price (SCR) 5 000 €/m³ TFTEI data 

Electricity price 28 €/MWh assumption 

NOX price 0 €/t assumption 
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The specific investment value for SCR has been adapted to the size of the  

installation (based on the size of the catalyst) using an economies of scale 

exponent of 0.7. The resulting value has been multiplied with 0.75, as the 

study of Krishnan (2016) assumes lower costs for clean air installations in  

India, due to the competitive market situation. He even suggests a factor of 

0.5 for Indian installations compared to EU installations, yet this assumption 

is considered rather short-term oriented and may level off over time.  

Therefore, in order to avoid an underestimation of costs, a factor of 0.75 is  

assumed.  

For SNCR, the specific investment value remains the same, compared to the 

EU-SNCR case study. This can be explained by two influences that are  

expected to compensate each other. The first one are the lower prices for 

installations in India and the second one is the larger size of the installation 

with a significantly higher amount of reagent to be injected into the boiler. 

Yet, the size dependency of SNCR installations is comparably low, so that a 

calculation as for SCR can be expected to deliver wrong results.8  

The reagent price of the EU example is multiplied with a factor of 1.25, as CSE 

(2016) states that currently, all reagents have to be imported by Indian plants. 

Therefore, the costs are expected to be higher than they are at locations 

closer to the production sites. 

The derivation of a suitable electricity price is very difficult for India, as infor-

mation about the sales prices of power plants is not publicly accessible in  

English language (to the best of the author’s knowledge). The only available 

prices are the consumer prices. For industrial consumers, the Indo-German 

AHK (2018) lists a price of 56 €/MWh. It is assumed that the sales price of a 

power plant is significantly lower. Therefore, half of this price is assumed as  

 

                                                                    
8 The economies of scale calculation described for the SCR system would lead to a higher spe-

cific investment for SNCR than for SCR if the reagent consumption is used as capacity refer-

ence. This cannot be considered a realistic result. 
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input value for the calculations in the following. This, however, is a rather  

arbitrary assumption that needs to be checked for plausibility in a real-world 

application. 

6.2.3 Scenario Description 

Table 6-6 displays an overview of the influence of the scenarios on the cost 

parameters. The parameters marked with X have to be adapted in the corre-

sponding scenario. All scenarios are based on the full load approach, i.e. part 

load operation is not considered, as there is no sufficient database available 

for a realistic part load study. 

Table 6-6:  Scenario-influenced cost parameters. 
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Total investment  X X   X  

NOX emission cost   X X   

Reagent cost X     X 

Catalyst cost X     X 

Electricity cost X     X 

Fixed operating costs X      

 

For the tight ELV scenario, which is defined as a deterministic9 scenario and 

only considered in the EU-SCR example, it is assumed that an ELV of 

40 mg/Nm³ needs to be met. Therefore, the catalyst volume is recalculated 

using the equation of US EPA (2016). According to the Indian SCR example, it 

                                                                    
9 I.e. it does not consider uncertainty with regard to its future development. 
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is assumed that the specific investment increases by the same factor as the 

catalyst volume, reduced by an economies of scale exponent of 0.7. In the 

given case, the catalyst volume increases by approximately 20 %, while the 

total investment increases by about 14 %. The reagent consumption is recal-

culated according to the techno-economic model, as it increases due to the 

higher amount of NOX to be reduced. The electricity cost increases as well,  

as the pressure drop is assumed to rise by 2.5 mbar caused by an additional  

catalyst layer. 

The subsidies scenario influences only the total investment, yet it is modeled 

as one of the scenarios concerning uncertainty, i.e. a stochastic process is  

assumed to simulate its future development. The precise values of the sub-

sidy and the parameters of the underlying jump process will be introduced in 

detail in section 6.4. 

Both the scenarios for emission fees and NOX markets influence only the emis-

sion costs, which are 0 in the standard case. Hence, both scenarios consider 

an additional cost that is created directly by policy intervention. The emission 

fees scenario assumes a predefined price for the future and is hence deter-

ministic, whereas the NOX market scenario assumes an uncertain stochastic 

development of the prices in the future.  

As there are only few fee- or tax-schemes and NOX markets installed world-

wide, these scenarios aim at identifying approximate threshold values for 

achieving a significant influence on the decision in the given settings. With 

regard to the implementation, NOX fees could be considered as negative op-

portunity costs, i.e. as opportunity benefits, because the fees to be paid after 

the investment are lower than before (caused by the lower total NOX emis-

sions after installation). Due to the NPV based calculation, however, the NOX 

fees before and after installation are directly considered so that a considera-

tion of opportunity benefits is not necessary. 
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The increasing investment scenario is again a stochastically simulated sce-

nario that assumes an increasing investment following a Geometric Brownian 

Motion. The drift and volatility parameters to be investigated will be intro-

duced in section 6.4. 

Finally, the high consumables scenario assumes a massive increase in the 

prices of all consumables by 100 %, while the investment and fixed operating 

costs are expected to remain constant. In order to limit the number of sce-

narios to a reasonable amount, this is also considered a deterministic sce-

nario. Variations of sub-items of the operating costs (e.g. only electricity 

costs) or minor increases of prices can be expected to have a comparably low 

influence with regard to the overall decision and are hence not assessed in 

more detail in the case studies at hand. 

Combinations of the scenarios described above are also possible. Apart from 

the combination of the emission fees scenario with a NOX market scenario, all 

combinations (also combinations of two or more basic scenarios) seem gen-

erally considerable. In the following, all basic scenarios in combination with 

the different case studies will be assessed as well as a selection of scenario 

combinations that appears particularly interesting. An assessment of all pos-

sible combinations would go beyond the scope of this work, as 110 different 

combinations of scenarios are theoretically possible in the considered frame-

work, not including the number of different parameter values, which is theo-

retically unlimited. 

For the simulation of the stochastic investment processes, one set of random 

numbers has been created that is reused for all calculations. Therefore, devi-

ations with regard to the results are not created by deviations of the sets of 

random numbers. Both the increasing investment scenario and the NOX mar-

ket scenario are modeled as a Geometric Brownian Motion (GBM), while the 

discontinued subsidy scenario is modeled as a Markov jump process that  

interferes with the GBM of the investment development in the random walk  
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approach. Therefore, increasing investments and discontinued subsidies can 

be investigated and altered at the same time. Both stochastic processes have 

6.3 Results of the Techno-economic Model 

This section displays the results of the techno-economic model. It does not 

consider uncertainty, hence, only the deterministic scenarios are assessed 

with this part of the model, whereas the stochastically simulated scenarios 

follow as results of the ROA model in section 6.4. 

6.3.1 European Plant 

In the following, the results of the EU plant with the two SCR and the SNCR 

case studies will be displayed. The base case is displayed as well as the deter-

ministic scenarios ‘high consumable costs’ and ‘emission fees’. 

6.3.1.1 SCR 

Table 6-7 displays the calculation results for all deterministic scenarios of the 

SCR case study. The different ELV are denoted as ‘base’ (80 mg/Nm³) and 

‘tight’ (40 mg/Nm³). The ‘standard’ scenario uses the data presented in Table 

6-3, whereas ‘↑ consumables’ represents the high consumable cost scenario 

that assumes double prices for the three consumables. The ‘emission fees’ 

scenario equals the standard scenario except for the consideration of emis-

sion fees before and after the implementation of the abatement measure. 

been introduced in section 3.5.4. 
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Table 6-7:  Results of the techno-economic model for all deterministic EU-SCR scenarios. (Total 

operating costs do not consider emission fees and refer to the base year t0. A NOX 

fee of 2 000 € per ton of NOX emitted is assumed and the NOX cost is also displayed 

for the base year t0. The cost in future periods will increase according to the consid-

ered inflation rate). 

Parameter Unit Base Tight     

Catalyst volume m³  391     480        

Reagent consum. t/a  1 501     2 001        

Energy consum. MWh/a  11 753     16 620        

NOX before inv. t/a  2 107     2 107        

NOX after inv. t/a  843     422        

Total investment k€  49 950     57 600        

  Standard ↑ Consumables Emission fees 

  Base Tight Base Tight Base Tight 

Catalyst cost k€/a  224     275    448     550    224     275   

Reagent cost k€/a  450     600     901     1 201     450     600    

Electricity cost k€/a  387     547     773     1 093     387     547    

Fix O&M cost k€/a  999     1 152     999     1 152     999     1 152    

NOx cost before k€/a  -       -       -       -      4 214    4 214 

NOx cost after k€/a  -       -       -       -       1 686     844    

Total operat. cost k€/a  2 060     2 574     3 121     3 996     2 060     2 574    

 

6.3.1.2 SNCR 

The investments and annual costs of the SNCR case study displayed in Table 

6-8 are considerably lower than those of the SCR example. One parameter 

that exceeds the corresponding SCR parameter is the reagent cost, which is 

caused by the significantly higher stoichiometric ratio in SNCR applications. In 

total, both the investment and operating costs are about half the amount for 

SNCR compared to SCR.  

The total emission fees to be paid by the plant operator are considerably 

higher for SNCR installations, as the total amount of NOX emitted is the same 

in the initial state and higher than in the SCR example after the installation of 
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the abatement system. Therefore, the influence of emission fees on the final 

decision can be expected to be higher for SNCR installations. This aspect will 

be assessed in more detail in section 6.4. 

Table 6-8:  Calculation results of the techno-economic model for all deterministic EU-SNCR 

scenarios. (The comments of Table 6-7 apply accordingly). 

Parameter Unit Value 

Reagent consumption t/a 2 345    

Energy consumption MWh/a 214 

NOX before investment t/a  2 107    

NOX after investment t/a 1 580    

Total investment k€ 22 500    

  Base ↑ Consumables Emission fees 

Reagent cost k€/a 704 1 407 704 

Electricity cost k€/a 7 14 7 

Fix O&M cost k€/a 450 450 450 

NOx cost before k€/a  -       -      4 214    

NOx cost after k€/a  -       -       3 160   

Total operating cost k€/a 1 161    1 871   1 161    

 

6.3.2 Indian Plant 

The main difference between the European and the Indian plant with regard 

to the costs of the NOX abatement installation is the amount of NOX to be 

reduced. With an initial emission of 600 mg/Nm³, the plant emits three times 

the amount of NOX compared to the European plant. Therefore, particularly 

the operating costs are significantly higher. The detailed numbers will be pro-

vided in the following. 
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6.3.2.1 SCR 

Table 6-9 displays the calculation results for the Indian SCR plant in the same 

structure as above. As mentioned already, the costs are displayed in Euro in 

order to allow for comparison with the EU plant results. Due to the higher 

amount of NOX to be abated in the Indian plant, the catalyst is larger and the 

consumable demand is generally higher. Because of the reduced specific  

investment, however, the total investment is comparable to the EU installa-

tion. Therefore, the share of operating costs compared to the initial invest-

ment is higher. The effects thereof with regard to the decision-making will be 

investigated in more detail in section 6.4.  

Table 6-9:  Calculation results of the techno-economic model for all deterministic Indian plant 

SCR scenarios. (The comments of Table 6-7 apply accordingly except for an initial 

NOX fee of 500 € per ton assumed here). 

Parameter Unit Value 

Catalyst volume m³ 543    

Reagent consumption t/a 6 472 

Energy consumption MWh/a 13 336 

NOX before investment t/a 6 540 

NOX after investment t/a 1 090 

Total investment k€ 47 100 

  Base ↑ Consumables Emission fees 

Catalyst cost k€/a 466 933 467 

Reagent cost k€/a 2 427 4 854 2 427 

Electricity cost k€/a 373 747 373 

Fix O&M cost k€/a 942 942 942 

NOx cost before k€/a - - 3 270 

NOx cost after k€/a - - 545 

Total operating cost k€/a 4 209 7 476 4 209 
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The influence of NOX fees on the NPV of the total project increases as well, as 

the amount of NOX emitted before and after the investment is higher. There-

fore, and due to the economic situation in India compared to the EU, a lower 

base value of 500 Euro per ton is assumed for the emission fees scenario. This 

value still leads to considerable NOX costs, in particular before the installation 

of the SCR. 

6.3.2.2 SNCR 

For the results of the Indian SNCR application, the statements for SCR apply 

accordingly and to an even larger extent. While the consumable costs in the 

base scenario of the Indian SCR are about 3.1 times those of the European 

plant SCR, the consumable costs of the Indian SNCR are even 7.7 times those 

of the European SNCR. This is primarily caused by the consumption of rea-

gent, which increases massively due to the high stoichiometric ratio and the 

larger total amount of NOX to be abated. 

Table 6-10:  Calculation results of the techno-economic model for all deterministic Indian plant 

SNCR scenarios. (The comments of Table 6-9 apply accordingly). 

Parameter Unit Value 

Reagent consumption t/a 14 561 

Energy consumption MWh/a 223 

NOX before investment t/a 6 540 

NOX after investment t/a 3 270 

Total investment k€ 22 500 

  Base ↑ Consumables Emission fees 

Reagent cost k€/a 5 460 10 921 5 460 

Electricity cost k€/a 6 12 6 

Fix O&M cost k€/a 450 450 450 

NOx cost before k€/a - - 3 270 

NOx cost after k€/a - - 1 635 

Total operating cost k€/a 5 917 11 383 5 917 
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6.4 Results of the ROA model 

The results in the following are calculated by the ROA model described in 

chapter 5, based on the results of the techno-economic model in section 6.3. 

The NPV calculation is based on a matrix that assigns every cash flow to the 

period of occurrence so that all cash flows are discounted correctly. All future 

costs (i.e. operating costs and NOX fees, if applicable) are considered to  

increase based on an inflation rate of 1.5 %. The investment in future periods 

is stochastically modeled according to the scenario under investigation. The 

discount rate is assumed to be 3 % and all calculations are based on the fixed 

lifetime contemplation with 100 000 Monte-Carlo simulated paths. 

A full list of results for all case study installations and investigated scenarios 

is provided in Annex B. Selected results will be introduced and discussed in 

the following. The return R is considered in order to enable a comparison of 

the absolute ROV of different case studies. In this work, R is calculated as the 

ROV divided by the investment at time t0 as discussed in 5.1.1.6. 

6.4.1 European Plant SCR 

The results of the deterministic scenarios for the SCR installation in the Euro-

pean plant have been displayed already. These values are now used as base 

values for the further calculations. Thus, the calculated values are the cash 

flows at time t0 that are then either stochastically simulated or extrapolated 

based on the inflation rate in order to derive the cash flows of future periods. 

The following sections display exemplary results for the increasing invest-

ment, the NOX market, and the discontinued subsidies scenario. As men-

tioned already, it is not possible to display a full range of results, as unlimited 

combinations of calculation parameters are possible. Therefore, interesting 

examples within a reasonable range are investigated and displayed. 
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6.4.1.1 Increasing investment 

Bevor investigating the results of the increasing investment scenario, Figure 

6-1 displays exemplary Monte-Carlo simulated paths for the increasing invest-

ment base ELV scenario.  

 

Figure 6-1:  Development over time of the first 10 000 Monte-Carlo simulated investment 

paths for the increasing investment scenario, base ELV [x-axis: time; y-axis:  

investment in M€]. 
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The paths in the figure represent the investment at every considered time t. 

The investment is not discounted and other cash flows (e.g. operating costs) 

are not considered, as only the investment and not the total NPV is consid-

ered. The selected examples represent the lowest and the highest drift rates 

for the increasing investment example in order to show the range of possible 

developments. While the low drift rate of 0.04 leads to a rather gentle  

increase, the high drift rate of 0.16 causes more than a doubling of the invest-

ment over the five periods. Such a high drift rate can, therefore, be regarded 

as an ‘extreme’ assumption.  

The influence of the volatility is also considerable, as it broadens the range of 

possible results significantly and the degree of uncertainty for the decision-

maker increases accordingly. In this study, the volatility is defined as the fac-

tor σ that is applied to the standard deviation in the GBM as displayed in 

eq. (3-10) in section 3.5.4.1. 

Table 6-11 comprises the results for the base ELV increasing investment sce-

nario in the savings and the losses perspective as well as the delta of both 

perspectives. It shows that both the drift rate and the volatility of the GBM 

influence the ROV, but the influence of the drift rate is considerably higher. 

The delta between the savings and the losses perspective is comparably low, 

as to be expected based on the discussions in 5.4. Therefore, in the following, 

only the savings perspective will be assessed in order to reduce the number 

of results. 



6  Application and Results 

232 

Table 6-11:  Results of the increasing investment standard scenario, base ELV [σ: volatility of the 

GBM, μ: drift rate of the GBM, ROV: real option value in M€, R: return in % of the 

investment in t0, invest: number of paths recommending an immediate investment]. 

  Savings perspective Losses perspective Delta 

σ μ ROV R Invest ROV R Invest ROV Invest 

0.01 0.04 0 0.00% 0 0 0.00% 0 0 0 

0.05 0.04 0.094 0.19% 6 184 0.092 0.18% 6 117 0.002 67 

0.01 0.08 0.590 1.18% 84 427 0.584 1.17% 84 186 0.006 241 

0.05 0.08 0.914 1.83% 40 941 0.907 1.82% 40 833 0.007 108 

0.01 0.12 2.705 5.42% 100 000 2.705 5.42% 100 000 0 0 

0.05 0.12 2.750 5.51% 80 447 2.745 5.50% 80 419 0.005 28 

0.01 0.16 4.936 9.88% 100 000 4.936 9.88% 100 000 0 0 

0.05 0.16 4.940 9.89% 96 078 4.939 9.89% 96 076 0.002 2 

 

Table 6-12 displays the results for the standard and high consumable costs 

scenario for both, base and tight ELV. It shows that a higher NOX reduction 

(i.e. higher total investment and operating costs) leads to higher option values 

whereas the influence of the consumable costs is comparably low. Even 

though the scenario assumes double consumable costs, the option values  

decline only slightly. 

The results further highlight that a strong increase (i.e. drift rate) of the  

investment is necessary, in order to make an early investment favorable. If a 

return R of 3 % is expected by the decision-maker (which is 1.5 M€) for the 

EU base ELV SCR, the drift rate needs to be 10 %, whereas a return of 6 % (3 

M€) already requires a drift rate of about 13 %. An annual average increase 

of the investment by 10-13 % based on market properties only can be consid-

ered unlikely in most parts of the world. Therefore, there is a clear need for 

political intervention, if early investments shall be promoted. 
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Table 6-12:  Results of the increasing investment scenario, savings perspective  

[base: base ELV (80mg/Nm³), tight: tight ELV (40 mg/Nm³)]. 

  Base Tight 

σ μ ROV R Invest ROV R Invest 

Standard      

0.01 0.04 0 0.00% 0 0 0.00% 0 

0.05 0.04 0.094 0.19% 6 184 0.102 0.18% 5 888 

0.01 0.08 0.590 1.18% 84 427 0.639 1.11% 82 300 

0.05 0.08 0.914 1.83% 40 941 1.027 1.78% 40 016 

0.01 0.12 2.705 5.42% 100 000 3.078 5.34% 100 000 

0.05 0.12 2.750 5.51% 80 447 3.133 5.44% 79 916 

0.01 0.16 4.936 9.88% 100 000 5.658 9.82% 100 000 

0.05 0.16 4.940 9.89% 96 078 5.663 9.83% 95 929 

High consumable costs    

0.01 0.04 0 0.00% 0 0 0.00% 0 

0.05 0.04 0.064 0.13% 4 365 0.066 0.11% 3 891 

0.01 0.08 0.368 0.74% 67 437 0.355 0.62% 60 464 

0.05 0.08 0.755 1.51% 35 232 0.819 1.42% 33 548 

0.01 0.12 2.435 4.87% 100 000 2.717 4.72% 100 000 

0.05 0.12 2.501 5.01% 76 783 2.802 4.86% 75 610 

0.01 0.16 4.666 9.34% 100 000 5.296 9.19% 100 000 

0.05 0.16 4.674 9.36% 95 027 5.307 9.21% 94 701 

 

The situation changes if direct fees on NOX emissions are considered. The  

results in Table 6-13 display that depending on the initial NOX fee in Euro per 

ton of NOX emitted, no or only a very low drift rate of the investment is nec-

essary in order to achieve a considerable ROV. For the EU SCR base ELV, NOX 

fees of 3 130 €/t and more lead to a return above 5 % (i.e. an ROV of more 

than 2.5) if the drift rate of the investment is 0.10 

                                                                    
10  For the NOX fees, the inflation rate of 1.5 % is considered and the volatility of the invest-

ment GBM is 0.05.  
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Table 6-13:  Results of the increasing investment scenario, savings perspective considering  

NOX fees. 

  Base Tight 

σ μ ROV R ROV R ROV R 

1 000 €/t        

0.05 0.00 0.060 0.12% 4 418 0.049 0.09% 3 188 

0.05 0.02 0.261 0.52% 15 683 0.233 0.40% 12 611 

0.05 0.04 0.739 1.48% 36 105 0.714 1.24% 31 461 

2 000 €/t        

0.05 0.00 0.674 1.35% 35 473 0.538 0.93% 26 589 

0.05 0.02 1.399 2.80% 58 892 1.260 2.19% 49 634 

0.05 0.04 2.315 4.63% 77 379 2.257 3.92% 70 910 

4 000 €/t        

0.05 0.00 4.142 8.29% 95 903 3.969 6.89% 92 023 

0.05 0.02 5.117 10.24% 98 386 5.087 8.83% 96 581 

0.05 0.04 6.116 12.24% 99 452 6.238 10.83% 98 700 

8 000 €/t        

0.05 0.00 11.758 23.54% 100 000 11.981 20.80% 100 000 

0.05 0.02 12.737 25.50% 100 000 13.111 22.76% 100 000 

0.05 0.04 13.737 27.50% 100 000 14.263 24.76% 100 000 

 

For the NPV calculation, the NOX fees are considered before and after the  

installation of the plant, with the corresponding emission levels, as they need 

to be paid from the time they come into force, no matter if emissions are 

technically abated or not. Therefore, the number of periods considered  

increases with a delayed investment (due to the fixed lifetime contempla-

tion). As discussed already, this may not always be a realistic contemplation. 

Yet, the calculations can easily be adapted to the fixed end of life contempla-

tion if applicable. An example will be provided as sensitivity analysis in  

section 6.5.2. 
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6.4.1.2 NOx Market 

The NOX market scenario has several similarities with the NOX fees scenario. 

Again, annual costs based on the amount of NOX emitted are considered. The 

main difference is that the NOX price is not deterministic, but stochastically 

simulated. Again, a GBM is assumed with drift rate μNOx and volatility σNOx. For 

a volatility 0 and a drift rate of 1.5 %, the results of the NOX market calculation 

equal those of the NOX fee calculation considering inflation. For the NOX mar-

ket, the inflation rate is not additionally considered but part of the assumed 

drift rate of the GBM. Furthermore, a different set of random numbers is used 

for the calculation in order to avoid a direct correlation between the simu-

lated investment and the NOX price. 

For the calculations displayed in Table 6-14, the drift rates are assumed rather 

high (5 % and 10 %). This is considered reasonable, as a well-designed cap-

and-trade system (or any other certificate trading system) aims at a shortage 

of certificates that leads to significantly rising prices over time.  

The results display a strong dependency of the ROV of the initial price and the 

drift rate, whereas the volatility has hardly any influence. This is caused by 

the nature of the decision that aims at comparing earlier with later invest-

ments. Therefore, the price development in later periods (after the decision-

making period) does hardly affect the decision, as it is the same for both the 

early and the late investment. Only the prices in the last periods (in the fixed 

lifetime contemplation) and the first periods affect the decision.  

Furthermore, the results display higher option values for the base ELV case 

compared to the tight ELV case, as the shares of investment and operating 

costs are lower compared to the share of NOX costs. The NOX costs in the last 

periods are higher (compared to the tight case), due to the higher amount of 

NOX emitted per period after the investment.  
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Table 6-14:  Results of the NOx market scenario, savings perspective, the investment is  

assumed to remain constant (volatility and drift are 0). 

  Base Tight 

σNOx μNOx ROV R Invest ROV R Invest 

1 000 €/t        

0.05 0.05 0.001 0.00% 365 0 0.00% 0 

0.10 0.05 0.034 0.07% 6 262 0 0.00% 77 

0.05 0.10 1.182 2.37% 96 287 0.013 0.02% 5 456 

0.10 0.10 1.287 2.58% 76 080 0.118 0.20% 16 488 

2 000 €/t        

0.05 0.05 1.554 3.11% 100 000 0.563 0.98% 99 346 

0.10 0.05 1.554 3.11% 96 351 0.569 0.99% 82 051 

0.05 0.10 5.827 11.67% 100 000 2.702 4.69% 100 000 

0.10 0.10 5.828 11.67% 99 996 2.702 4.69% 99 917 

4 000 €/t        

0.05 0.05 6.585 13.18% 100 000 5.186 9.00% 100 000 

0.10 0.05 6.586 13.19% 100 000 5.186 9.00% 100 000 

0.05 0.10 15.131 30.29% 100 000 9.464 16.43% 100 000 

0.10 0.10 15.134 30.30% 100 000 9.465 16.43% 100 000 

 

6.4.1.3 Discontinued Subsidies 

The discontinued subsidies scenario assumes a jump of the investment in a 

future period with a certain probability p. This scenario refers to the discon-

tinuation of an investment support program that lowers the investment  

expenditures for the investor in the present and may lead to a jump in the 

future when discontinued. For simplicity, the height of the jump h is calcu-

lated as a percentage of the investment in t0. In practice, many programs refer 

to the actual investment at time t, i.e. the incentive payment is calculated as 

a percentage of the total investment expenditures. The difference, however, 

can be assumed low with regard to the general implications of this scenario. 

Furthermore, the jump is not discounted. There is only one jump allowed  

during the decision-making period. For real world applications, the details of 
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the underlying program can be considered in the calculation design. Further  

assumptions mentioned above can be adapted accordingly. 

The results of the example at hand are displayed in Table 6-15. It assumes a 

volatility of the investment of 0.05 and a drift rate of the investment of 0.015, 

which corresponds to the inflation rate of the examples above. For a volatility 

and drift of 0 (as assumed in the NOX fees scenario), the degree of uncertainty 

is low and therefore, the option values are low, too. Hence, high subsidies of 

30 % or more (as a share of the initial investment) are necessary, in order to 

get a (low) positive ROV. In order to get a reasonable return, the subsidies 

have to be even higher, which is not considered feasible for actual applica-

tions. Therefore, the volatility of 5 % and the drift rate of 1.5 % are assumed. 

The results show comparably low option values. This leads to the conclusion 

that for a direct impact on the timing of investment decisions, the threshold 

of the incentive to be paid is comparably high. A support of 30 % of the total 

investment is the minimum value in the given example in order to achieve an 

acceptable return for an early investment.11 Furthermore, the sooner the pro-

gram ends, i.e. the sooner the jump is likely to occur, the higher the option 

values. This result clearly supports the statement of Dixit and Pindyck (1994, 

p. 309): “(…) if a government wishes to accelerate investment, the best thing 

it can do is to enact a tax credit right away, threaten to remove it soon, and 

swear never to restore it (…)”. 

A combination of an investment support scheme with an additional policy in-

strument such as e.g. NOX fees may hence be a promising approach in order 

to achieve the goal of early investments as displayed in Table 6-16 for the 

base ELV example with a NOX fee of 500 and 1 000 €/t. 

                                                                    
11  This issue is further aggravated by the fact that technical improvement may lead to decreas-

ing investments in the future. In such cases, a direct monetary incentive is even less effective 

than assessed above. 
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Table 6-15:  Results of the discontinued subsidies scenario, savings perspective, volatility 0.05, 

drift rate 0.015 [h: height of the jump, pi: probability of the jump at time i]. 

 Base Tight 

h ROV R ROV R ROV R 

p0=0 %, p1=25 %, p2=25 %, p3=25 %, p4=25 % 

10% 0.078 0.16% 4 521 0.084 0.15% 4 253 

20% 0.379 0.76% 13 081 0.419 0.73% 12 633 

30% 1.047 2.10% 22 274 1.174 2.04% 21 814 

p0=0 %, p1=100 %, p2=0 %, p3=0 %, p4=0 % 

10% 0.210 0.42% 10 052 0.228 0.40% 9 490 

20% 1.317 2.64% 37 733 1.457 2.53% 36 562 

30% 3.934 7.88% 70 846 4.413 7.66% 69 754 

p0=0 %, p1=50 %, p2=25 %, p3=15 %, p4=10 % 

10% 0.125 0.25% 6 517 0.136 0.24% 6 151 

20% 0.698 1.40% 21 826 0.771 1.34% 21 155 

30% 2.019 4.04% 39 200 2.264 3.93% 38 526 

 

Table 6-16:  Results of the discontinued subsidies scenario considering emission fees, savings 

perspective, base ELV, volatility 0.05, drift rate 0.015.  

 500 €/t 1 000 €/t 

h ROV R Invest ROV R Invest 

p0=0 %, p1=25 %, p2=25 %, p3=25 %, p4=25 % 

10% 0.266 0.53% 13 441 0.688 1.38% 29 567 

20% 0.855 1.71% 25 117 1.573 3.15% 39 817 

30% 1.785 3.57% 32 119 2.655 5.32% 42 902 

p0=0 %, p1=100 %, p2=0 %, p3=0 %, p4=0 % 

10% 0.688 1.38% 27 247 1.698 3.40% 54 226 

20% 2.887 5.78% 64 695 5.071 10.15% 86 773 

30% 6.546 13.11% 89 562 9.355 18.73% 97 825 

p0=0 %, p1=50 %, p2=25 %, p3=15 %, p4=10 % 

10% 0.415 0.83% 18 540 1.043 2.09% 38 779 

20% 1.549 3.10% 39 418 2.766 5.54% 56 961 

30% 3.389 6.78% 52 556 4.914 9.84% 62 765 
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6.4.2 European Plant SNCR 

The results for the SNCR installation in the EU plant will be primarily assessed 

in comparison to those of the SCR installation. The deterministic results of the 

techno-economic model displayed already that the total investments and  

operating costs are lower, but the share of investments compared to the  

operating costs is comparable to the SCR installation. Therefore, the return 

can be expected to be in a similar range. This is confirmed by the results dis-

played in Figure 6-2. 

 

Figure 6-2:  A comparison of the ROV and return (R) of the EU-SNCR case study with the base- 

and tight-ELV studies of the EU-SCR example in the increasing investment scenario. 

The figure displays the ROV and the returns R of the SCR for the base and the 

tight ELV and the SNCR in the increasing investment scenario. While the ROV 

of the SNCR are about half the ROV of the SCR examples, the returns are  

approximately the same. This suits the expectations, as the lower total invest-

ment and operating costs require a lower absolute ROV in order to influence 
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the decision. As the investments and operating costs are about half those of 

the SCR examples, the ROV results confirm the expectation, that the decision-

making in the increasing investment scenario without consideration of NOX 

fees or other policy instruments is comparable in all three EU examples. The 

detailed results for the EU SNCR example (as for all other examples) are pro-

vided in Annex B. 

Figure 6-3 displays the results for the increasing investment SNCR example, 

under consideration of NOX fees. The ROV and the number of paths are dis-

played against the NOX fee in Euro per ton of NOX emitted. 

 

Figure 6-3:  The ROV and the number of paths that recommend an immediate investment over 

the NOx fee in €/t. (The volatility of the investment is assumed to be 0.05 with a 

drift rate of 0.015). 

While the ROV increases rather linearly above a threshold fee of about 

1 000 €/t, the number of paths that recommend an immediate investment 

increases according to an S-shaped curve. A rapidly increasing number of 
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paths in the money reduces the risk of not achieving any savings by advancing 

the investment. This follows the intuition, as the NOX fee is assumed to be 

deterministically predefined. Therefore, the uncertainty and particularly the 

downside risk is comparably low in this setting. 

In total, the real option values for the SNCR NOX fees scenario are not only 

higher in the relative comparison of the return R, but also in absolute num-

bers (compared to the EU SCR examples). Therefore, the influence of NOX fees 

on the overall decision-making is stronger, i.e. a lower specific fee may be 

able to change the investment decision. This is due to the higher total emis-

sions that are emitted in the SNCR example after installation of the abate-

ment technique.   

For the NOX market scenario, this conclusion applies accordingly. Regarding 

the example of an initial NOX fee of 2 000 Euro per ton, the ROV for a volatility 

and drift rate of the NOX price of 0.05 is 4.120. In case of volatility and drift of 

0.1, the ROV is 12.131.12 Hence, again, the ROV is not only higher in the rela-

tive comparison based on the return, but also in an absolute manner.13  

In contrast to the instruments that target the amount of NOX emitted by  

implementing fees or other sorts of direct emission related payments, the  

instrument of discontinued investment related subsidies has a lower impact 

on SNCR investments, due to the lower initial investment. For jump heights 

of 10 %, 20 % and 30 % and a jump probability of 100 % in period 1, the ROV 

for the EU SNCR example are 0.079, 0.052 and 1.629.14 Therefore, the ROV 

are not only absolutely lower but also regarding their return R (based on equal 

assumptions). 

                                                                    
12  All other parameters are assumed equal to the SCR calculation in Table 6-14. 
13  The EU-SCR results for drift and volatility 0.05 are 0.563 and 1.554, for drift and volatility 0.1 

they are 5.828 and 2.702. 
14  Assuming a drift rate of 0.015 and a volatility of 0.05 as for the SCR example. 
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6.4.3 Indian Plant 

The Indian plant is primarily characterized by the higher share of operating 

costs and NOX fees (if applicable). Due to the higher initial emissions and the 

higher total amount of emissions to be abated, the reagent costs increase sig-

nificantly. This affects most of the scenarios considered in this work. While 

purely investment related scenarios have a lower impact on these installa-

tions, the NOX fees and NOX market scenarios lead to high impacts and, hence, 

high real option values. Several selected results will be presented in the fol-

lowing, all of them in comparison with the three EU examples.  

Figure 6-4 displays the results of the increasing investment scenario. Com-

pared to the EU examples, both the ROV and R of the Indian examples are 

lower, due to the ‘buffering’ effect of the high operating costs. In total, the 

incentive for an early investment caused only by increasing investments is 

comparably low for the Indian case. Up to a drift rate of 12 %, the expected 

return of an early investment is below 5 %, for a drift rate below 8 % it is 

hardly more than 1 %. Therefore, in a realistic setting, that does not assume 

extraordinary high drift rates for the investment GBM, an Indian plant opera-

tor cannot be expected to advance the investment if no additional policy 

measures are in force. 

For the increasing investment scenario with NOX fees, the effect is vice versa. 

Due to the higher amount of NOX emitted before and after the installation of 

a control system, the impact of a NOX fee is a lot higher as displayed in Figure 

6-5. This effect needs to be kept in mind when designing policy instruments. 

If the technical standards of the installations in a country differ significantly, 

a fixed fee without allowances may endanger the profitability of one plant, 

whereas it hardly affects a different plant. This may also lead to a preference 

for certain types of fuels and therefore interact with policy measures on e.g. 

climate issues. 
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Figure 6-4:  ROV and return of all installations for the increasing investment scenario with  

different drift rates and a volatility of 0.05. 
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Figure 6-5:  A comparison of the ROV of all installations for the increasing investment NOX fee 

scenario with different drift rates and specific NOX fees. 
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regard to the measures and policy instruments to be implemented but also 

by the timing and run-time of such measures. But not only the characteristics 

of the actual measures that may be implemented are relevant, but also the 

expectation among industrial decision-makers if no reliable information is 

available. 

 

Figure 6-6:  Results of the discontinued subsidies scenario considering NOX fees with jump 

height h = 20 % and the probability assignments:  

p1: p0=0 %, p1=25 %, p2=25 %, p3=25 %, p4=25 %,  

 p2: p0=0 %, p1=100 %, p2=0 %, p3=0 %, p4=0 %, 

 p3: p0=0 %, p1=50 %, p2=25 %, p3=15 %, p4=10 %. 

An eligible criticism regarding the Indian case study is that the inflation rate 

has not been adapted. The average annual inflation rate in India over the last 

10 years varied between 3.6 % and 11 % (IMF 2018). Nevertheless, the use of 

the EU inflation rate was assumed reasonable in order to allow for direct  

comparisons among the examples. The influence of the inflation rate on the  

overall results will be discussed in the context of the sensitivity analyses in  

section 6.5.2. 
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A further scenario that could be investigated in this context is the variation of 

operating costs as they have a significant impact on the total NPV and hence 

the ROV. As the availability of data is very limited, however, this is not part of 

this work. If a user possesses better data, a scenario with variable operating 

costs can easily be implemented, following e.g. the example of the NOX  

market scenario. The most critical influencing parameter to this regard is  

the price of the reagent, which causes the majority of operating costs in the  

Indian examples. 

6.5 Decision-Making 

This section aims at investigating strategies for industrial decision-makers in 

order to analyze the results of the calculations above. Therefore, a brief over-

view of further possible contemplations is provided as well as a short sum-

mary of influencing parameters in the framework of sensitivity analyses. 

6.5.1 Further Contemplations 

Due to the vast amount of results that are already available for the case stud-

ies at hand, it goes beyond the scope of this work, to assess possible further 

contemplations in detail. What shall be mentioned is that the tables in Annex 

B display not only the ROV and return, but also the number of paths that rec-

ommend an immediate investment. This number is not directly related to the 

ROV, as the ROV is influenced by the level of uncertainty. The higher the  

uncertainty, the higher the ROV, as paths with a positive development may 

achieve very high ROV while the downside risk is cut off. Therefore, a smaller 

total number of paths in the money is necessary, in order to achieve a certain 

ROV than in a case with a lower level of uncertainty.  

This aspect is recommended to be integrated into industrial decision-making. 

It is directly related to the risk perception of the decision-maker or decision-

making board. For industrial entities, the risk perception may not only depend 
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on the personal attitude of the decision-maker(s), but also on the economic 

situation and the culture of the company. As discussed in section 3.4.4,  

the different approaches of decision theory may support a rational decision- 

making in any case. 

One example of a comparably high option value with a rather low number of 

paths that recommend an immediate investment is the Indian SCR installation 

in the discontinued subsidies with emission fees scenario. For a NOX fee of 

500 €/t, the probability setting p2 (i.e. 100 % probability for a jump in t1) and 

a jump height of 30 %, the ROV is 1.997 and the resulting R is 4 %, which  

is a considerable average saving for an early investment. The number of  

paths that recommend an early investment, however, is 48 019 and hence 

less than 50 %. 

Furthermore, the losses perspective allows for investigating the mean and 

maximum losses of a certain scenario. The results for the initial example, the 

EU SCR base ELV in the increasing investment scenario are displayed in Table 

6-17. It shows that the mean losses hardly depend on the volatility, whereas 

the maximum losses differ massively. Furthermore, in particular in the cases 

of high volatility, the 98-percentile is a lot lower than the maximum loss.  

Depending on the drift rate, it can be less than half the amount of the maxi-

mum loss. This accounts for the unlikeliness of the maximum losses case. It is 

possible but very unlikely that such losses occur.  

It is again to be mentioned that this is a worst-case contemplation, which 

should not be over-emphasized during decision-making, as it does not  

account for any rational strategy. It displays the maximum possible losses if 

the worst case occurs. 
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Table 6-17:  Mean, maximum and 98-percentile losses in M€ of the losses perspective for the 

increasing investment scenario of the EU SCR base ELV. 

 Volatility 0.01 Volatility 0.05 
 t1 t2 t3 t4 t1 t2 t3 t4 

Drift rate: 0.04         

Mean losses 0.00 0.00 0.00 0.00 0.44 0.46 0.45 0.45 

Maximum losses 0.79 0.05 0.00 0.00 10.96 13.53 17.84 22.06 

98-percentile 0.00 0.00 0.00 0.00 3.89 4.92 5.55 6.04 

Drift rate: 0.08         

Mean losses 0.60 1.35 2.34 3.57 1.35 2.29 3.34 4.56 

Maximum losses 2.94 4.54 6.67 9.04 13.52 19.15 27.23 35.87 

98-percentile 1.65 2.96 4.43 6.11 6.17 9.82 13.37 17.08 

Drift rate: 0.12         

Mean losses 2.70 5.94 9.74 14.17 2.92 6.05 9.79 14.19 

Maximum losses 5.18 9.41 14.63 20.59 16.20 25.24 37.81 52.08 

98- percentile 3.84 7.70 12.11 17.16 8.55 15.13 22.18 30.02 

Drift rate: 0.16         

Mean losses 4.94 10.92 18.10 26.62 4.97 10.91 18.08 26.60 

Maximum losses 7.52 14.68 23.61 34.15 18.98 31.83 49.74 71.10 

98-percentile 6.12 12.83 20.76 30.12 11.02 20.88 32.12 45.22 

 

6.5.2 Influencing Parameters and  
Sensitivity Analyses 

Table 6-18 displays an overview of parameters that have not been varied in 

the case studies above and discusses their influence on the ROV in general 

and quantitatively with regard to the EU-SCR base ELV increasing investment 

scenario. It displays a major impact of the interest rate on the ROV and hence 

the decision. While the ROV in the reference scenario is 2.75, it drops to 0.30 

if the interest rate doubles. In this case, the decision may switch from an  

immediate investment to a deferral of the investment.  
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Table 6-18:  Parameters not investigated in the case studies above with their influence on the 

ROV. The reference case is the EU SCR base ELV increasing investment scenario with 

volatility 0.05 and drift rate 0.12. The ROV in the reference case is 2.750. 

Parameter Explanation 
Base 

value 

New 

value 

New 

ROV 

Temporal aspects      

Lifetime Impact depends on the consid-

ered scenario. If uncertainty is in-

vestment related, ROV can be ex-

pected to decrease with 

increasing lifetime.  

20 a 30 a 2.550 

Decision-making 

time 

Impact depends on the consid-

ered scenario, i.e. the underlying 

stochastic process.  

5 a 3 a 2.784 

Fixed end of life 

(fel) instead of fixed 

lifetime (flt) 

ROV is lower in case of fixed end 

of life contemplation. 
flt fel 1.447 

Monetary aspects     

Interest rate ROV decreases with increasing 

interest rate 
3 % 6 % 0.300 

Inflation rate ROV increases with increasing in-

flation rate 
1.5 % 3 % 3.247 

 

The shift to the fixed end of life contemplation has the second biggest impact 

in the given case. This is caused by the number of periods considered, which 

decreases in case of a later investment. Therefore, the NPV of a later invest-

ment decreases, as the operating costs have to be paid for fewer periods. If 

considerable emission fees have to be paid before the installation of the sys-

tem, the advantage of early investments decreases.  

The impact of the inflation rate is also considerable, but lower than that of 

the interest rate. Furthermore, the inflation rate is in many parts of the world 

less volatile than the interest rate, so that the impact can be expected lower. 

In unstable economies, however, this issue may also play a major role. 
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The impacts of the lifetime and the decision-making time are the lowest and 

they are not expected to play a significant role unless the considered setting 

assumes ‘extreme’ values, such as very short lifetimes. 

For scenarios that consider NOX fees, the general impact of the parameters  

is comparable, unless stated otherwise, as for the switch of the lifetime  

contemplations. For scenarios that focus on an uncertain future development  

of operating costs, the effects may vary, as mentioned above. A comparison  

of the quantitative impact with regard to the given example is displayed in  

Figure 6-7. 

 

Figure 6-7:  Deviations of the ROV for the sensitivity examples. The underlying data is dis-

played in Table 6-18. 

A further aspect to be mentioned in the context of further assessments is the 

monetary impact of NOX fees in relation to CO2 emission costs for a plant  

operator. The EU plant emits a total amount of approximately 2.57 million 
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tons of CO2 per year.15 The amount of NOX emitted without abatement is 

2 107 tons per year and the annual emissions of the base ELV SCR example 

are 843 tons. Hence, the total NOX emissions are about the order 10³ lower 

compared to the CO2 emissions. Therefore, NOX emission fees would have to 

be about the same factor higher in order to cause comparable costs for the 

plant.16 

Regarding the cross-media effect caused by the SCR, the electricity consump-

tion can be converted into CO2 emissions in order to account for the addi-

tional costs directly caused by the installation. For the electricity consumption 

in the EU SCR base ELV case (11 753 MWh per year), a total amount of addi-

tional CO2 emissions of 9 153 tons per year results. Assuming a CO2 price of 

20 Euro per ton,17 total annual CO2 emission costs of 183 060 Euro result. This 

leads to an increase in the total operating costs of the SCR by about 9 % (from 

about 2.06 M€ to 2.24 M€). Therefore, depending on the price of CO2, it is 

recommended to consider the cross-media costs when evaluating a NOX 

abatement installation. Within the study level accuracy of +/- 25 %, however, 

the costs of CO2 emissions are usually not one of the most important contrib-

utors leading to significantly differing results, particularly when assessing 

plants in developing or emerging countries that may not yet have any CO2 

fees implemented.18  

                                                                    
15  The calculation assumes complete combustion, i.e. the total amount of C present in the fuel 

(67.69 mass-% absolute) is completely converted into CO2. 
16  This example does not consider any allowances or other non-linearity with regard to the de-

sign of the policy instrument. 
17  This is the approximate price in October 2018 according to European Energy Exchange AG 

(2018). 
18  This contemplation considers only the direct cross-media effect caused by the electricity 

consumption and does not provide a full assessment of effects such as an LCA analysis. 
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6.6 Policy Implications 

This section aims at summarizing the most relevant policy implications, which 

can be derived from the results above. It is not possible to develop distinct 

recommendations for policy-makers all over the world, as the legal and eco-

nomic situation in different regions and markets differs a lot. Nevertheless, it 

is possible to identify the key drivers and influencing parameters for decision-

makers with regard to the investment timing, based on the results presented 

above. The implications derived below are based on the assumption, that  

decision-makers act rationally and consider real options theory for their deci-

sion-making. 

The first subsection investigates policy implications that are directly related 

to the case study and scenario results at hand, i.e. the example of NOX abate-

ment in LCP. The second subsection targets the broader picture and analyzes 

general impacts that result from real option thinking in the context of envi-

ronmental investments. This section does not provide a list of implications 

that is valid for all sorts of applications but aims at delivering some thought-

provoking impulses for future studies and case-specific investigations. 

6.6.1 Implications of the Scenario Results 

The results of the case studies and scenarios presented in section 6.4 allow 

for several conclusions, particularly with regard to policy instruments. In  

order to evaluate the suitability of a policy instrument, it is important to  

assess and understand the share of investment, operating costs and the 

amount of NOX emitted including the thereof resulting NOX fees (if applicable) 

with regard to the total NPV of the project. The higher the share of a cost 

item, the more influence on the decision will result from market fluctuations 

or from a policy measure that targets this item. The shares of the cost items 

depend on the technical standards implemented in the plant, the ELV to be 
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achieved, the price level of consumables and the market situation for equip-

ment investments. The following list summarizes a few direct conclusions that 

result from the calculations above:  

 Both the drift rate and the volatility influence the ROV, but the influ-

ence of the drift rate is considerably higher. If no policy measures are 

considered, a strong increase (i.e. drift rate) of the investment is nec-

essary, in order to make an early investment favorable (in the given 

examples 10 % or more). Therefore, there is a clear need for policy 

intervention, if early investments shall be promoted. 

 The situation changes if direct fees on NOX emissions are considered. 

No, or only a very low drift rate of the investment is then necessary 

in order to achieve a considerable ROV for an immediate invest-

ment.19 However, the economic situation and profitability of the 

plants have to be kept in mind when designing such instruments. If 

the technical standards of the installations in a country differ signifi-

cantly, a fixed fee without allowances may endanger the profitability 

of one plant, whereas it hardly affects a different plant. It may also 

lead to a preference for certain types of fuels or techniques and 

therefore interact with policy measures on e.g. climate issues. 

 For a NOX market scenario, the results display a strong dependency 

of the ROV on the initial price and the drift rate of the NOX price, 

whereas the volatility has a lower influence. Beyond that, the state-

ments for deterministic NOX fees apply accordingly. 

 The results for the discontinued subsidies scenarios provide compa-

rably low option values. For supporting immediate investment deci-

sions, the threshold of the incentive to be paid is comparably high. A 

support of 30 % of the total investment is the minimum value in the 

                                                                    
19  The actual parameters of volatility and drift rate that are necessary to achieve a certain re-

turn depend primarily on the initial NOX fee. 
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given example in order to achieve an acceptable return for an early 

investment. Even though the reference is rather old, this result is 

confirmed by Mooren et al. (1991). In the examples at hand, the soo-

ner the program ends, i.e. the sooner the jump is likely to occur, the 

higher the option values. This result clearly supports the statement 

of Dixit and Pindyck (1994, p. 309) as already mentioned before: “(…) 

if a government wishes to accelerate investment, the best thing it can 

do is to enact a tax credit right away, threaten to remove it soon, and 

swear never to restore it (…)”. A further conclusion thereof is that 

political ambiguity with regard to the timing and run-time of such 

measures influences decision-making. If no reliable information is 

available (i.e. in case of political ambiguity), the expectations among 

industrial decision-makers directly influence decision-making. 

 A combination of an investment support scheme with an additional 

policy instrument such as e.g. NOX fees may be a promising approach 

in order to achieve the goal of early investments. Yet such an inter-

action of policy measures still requires a temporal limitation of the 

support scheme in order to promote early investments. 

 Depending on the actual setting of an installation, the operating 

costs may have a significant influence on the total NPV and hence 

the investment decision. Therefore, policy may not only consider  

influencing investments, but also operating costs, i.e. by supporting 

industries that provide consumables in the country/region in order 

to stabilize prices. 

 Public funding of R&D activities may lead to delayed investments, if 

the investment expenditures for new or improved abatement tech-

niques can be expected to decrease in the near future. 

To conclude, two important statements shall be emphasized. As an invest-

ment can only be advanced by a more or less disruptive setting, an important 

conclusion for policy-makers is to implement fixed deadlines for all sorts of 
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positive instruments, i.e. for instruments that lower the costs for investors, 

such as funding schemes. The implementation of long-term oriented funding 

schemes may sound reasonable at first sight, but with the political goal  

to advance investments, this analysis explains the need for a temporal  

limitation.  

Furthermore, monetary instruments such as fees or taxes need to reach a 

certain threshold in order to promote early investments actively. Otherwise, 

the instruments may not be successful at all or lead to windfall gains for  

investors that decide to invest early for a differing reason such as e.g. publicity 

or customer requirements. 

6.6.2 General Implications of Real Option Thinking 
on Environmental Investments 

Beyond the specific policy conclusions of the case studies and scenarios 

above, a broader overview with conclusions based on the idea of real option 

thinking (as introduced in section 3.5.5) with regard to environmental invest-

ments in general (i.e. not limited to NOX abatement) shall be provided in the 

following.  

These implications are based on a qualitative assessment of possible effects, 

which does not claim completeness but aims at providing an overview of the 

most intuitive effects as a basis for further discussions. The assessment con-

siders not only the deferral option but also the other two basic options,  

expansion and abandonment/switching option and puts them in a framework 

with the types of environmental investments introduced in section 3.1. In  

certain applications, specific issues might not be relevant or new aspects  

may have to be added. Not particularly option related aspects such as  

windfall gains, lock-in phenomena or rebound effects are not considered in 

the following. 
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The first part of this section describes possible impacts with regard to C&C 

policy while the second part discusses economic incentives. Complex and  

application-specific instruments such as voluntary agreements or deposit- 

refund systems are not considered due to the difficulty to draw general con-

clusions with regard to these instruments.  

Generally, investment decision-making is influenced by several aspects of real 

option thinking. The consideration of the options themselves leads to a fun-

damental influence. While traditional investment decision-making methods 

focus on the profitability of the investment or on comparisons between dif-

ferent investment alternatives, the real options analysis includes the compar-

ison of an investment with itself executed at a later time, in several steps, or 

its abandonment in case it is not (expected to be) successful.  

Furthermore, the consideration of the real option value may influence the 

investment decision. The higher the option value, the higher its influence on 

the decision and the higher the level of uncertainty, the higher the option 

value, ceteris paribus (Götze et al. 2015). This leads to several implications, 

whereof distinct examples will be provided below. 

6.6.2.1 Implications with Regard to Command  

and Control Methods 

C&C regulation sets the scope of action for industrial decision-makers. While 

such regulation does not include any incentives to be better than the limit 

values,20 it has the power to stop operation of a business and to close down 

plants, at least temporarily. Therefore, from a decision-maker’s perspective, 

the room for optimization with regard to the regulation is limited. Neverthe-

less, it may open up three common options for plant operators: 

                                                                    
20  There may be exceptions, such as the top-runner program (cf. 2.3.1.1). 
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 New regulation usually includes an adaption period for existing 

plants, i.e. the plants have a certain amount of time to meet the reg-

ulation. This may open up deferral options. Decision-makers can  

decide whether to invest immediately or to delay the investment to 

a later time within this period. 

 If decision-makers are uncertain about future regulation (i.e. due to 

upcoming elections, ongoing amendments of regulation, etc.) they 

can plan an investment that includes an expansion option to lower 

the additional investment if emission limit values will be tightened. 

 They can switch the project, e.g. to a different abatement technology 

that is more likely to be able to cope with (potential) new regulation. 

Due to their binding character, C&C methods have to be carefully selected 

and implemented. They need to be tight enough to achieve environmental 

goals while avoiding the closing of businesses due to lacking profitability.  

Especially in industrialized countries, the shutdown of industrial operation  

often leads to leakage effects, i.e. the relocation of businesses to foreign 

countries with less tight regulation. The bottom line thereof is an increase in 

total emissions and negative economic effects for the abandoned country. 

This effect and its impacts depend on the sector, market and company struc-

ture. Hence, it should be analyzed in detail before implementing or amending 

environmental regulation. Real option thinking may enforce this effect, as a 

systematic screening process and a quantitative evaluation of options could 

reveal alternative paths of action that were not considered before. 

6.6.2.2 Implications with Regard to Economic Incentives 

Policy instruments targeting economic incentives can influence different  

parameters of investment decisions, depending on the type of instrument 

and option considered. The most common examples are expenditures, reve-

nues, liquidity, image and reputation (including employee satisfaction), tech-

nology and knowledge. 
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The tables below cannot provide whole lists of possible implications but sum-

marize important examples. The implications may be clear recommendations 

in a certain direction, or may just depict possible developments, which can be 

desired or undesired. Staged investments, for example, may be advanta-

geous, e.g. if they enable the continuation of production due to remaining 

liquidity. In other cases, a full investment at once may be aspired due to its 

positive environmental effect.  

All recommendations are based on the assumption that policy measures aim 

at a maximum positive environmental effect. Other aims, such as maintaining 

economic competitiveness, are not considered in the following. The conclu-

sions are very general and therefore not separated according to the types of 

environmental investments (cf. section 3.1). For mandatory investments, the 

general conclusions with regard to the deferral option have already been  

derived. For the other types of options, it is assumed that the mandatory  

investments offer options beyond the legally required installation. Otherwise, 

if there is only one type/size of investment that can be installed and that is 

legally required to be installed, the conclusions below are not reasonable as 

there is no more managerial flexibility. 

6.6.2.2.1 Option to defer 

The option to defer has been discussed in detail for mandatory investments. 

For efficiency and risk-reducing investments, which may be economically ben-

eficial, a high level of uncertainty leads to a high option value, which, in case 

of economically beneficial investments, counteracts the execution of an  

investment. Therefore, two major implications can be derived for this option: 

either policy measures can aim at reducing the level of uncertainty in order 

to lower the option value, or specific temporary incentives can be imple-

mented to support early investments. A more detailed analysis of implications 

is provided in Table 6-19 for efficiency and risk-reducing investments, assum-

ing that they can become economically beneficial.  
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Table 6-19:  Impacts of deferral options on the most relevant economic incentive instruments. 

Instrument Implications 

Pollution or 
product charges, 
taxes, and fees 

 Unclear political situation supports deferral. 

 Long-term predictability may support/advance investments. 

 Amount of fees needs to be high enough to “compensate”  
uncertainties and support early investments. 

Subsidies for 
environmentally 
friendly  
activities 

 Long-term predictability may support/advance investments in 
case of recurring subsidies. 

 Runtime of investment programs should be limited to support 
early investments. 

 Volume of subsidies needs to be high enough to compensate  
uncertainties or economic disadvantages (to avoid deferral). 

Removal of 
harmful  
subsidies 

 May lead to fast environmentally harmful investments (before  
removal of investment programs), hence short announcement 
times are favorable. 

 May advance environmentally friendly investments if recurring 
subsidies for harmful techniques are cut back. 

Tradable  
permits 

 Permit prices need to be somehow predictable to advance  
investments. High uncertainty may support deferral. 

 Volume of payments needs to be high enough to create an  
economic need for investment. 

Liability  May advance investments if political regulation is clear and stable. 

Information 
provision 

 Possibility to benchmark may advance investments in low  
performing plants. 

 Awareness raising for staff, customers, stakeholders, and share-
holders may advance investments. 

 

6.6.2.2.2 Option to expand/contract 

Table 6-20 displays implications of expansion options with regard to all three 

categories of investments. Formally, expansion and contraction options are 

closely related. Considering environmental investments, however, contrac-

tion options seem hardly relevant, as environmental regulation tends to  

become tighter all over the world. Therefore, new investments or add-ons for 

existing installations are necessary to abate more emissions. The contraction 

of the production itself may be possible because of environmental regulation. 

Yet, due to the focus on environmental investments, this option shall not be 



6  Application and Results 

260 

considered in the following. In general, expansion options have the most 

technical limitations. Therefore, this type of options requires a detailed tech-

nical understanding of the considered application in order to derive realistic 

conclusions. 

Table 6-20:  Impacts of expansion options on the most relevant economic incentive instru-

ments. 

Instrument Implications 

Pollution  
or product 
charges, 
taxes, and 
fees 

 Uncertainty may support expansion options (in order to enable a  
reaction to tightening regulation). 

 Amount of payments needs to be high enough to compensate  
additional costs for expansion option (e.g. higher installation 
costs to prepare the piping for a later add-on). 

 Staged investment may be used to lower the technical risk of a 
change in production technology. 

 High fees promote full investment at once (no staged  
investment). 

Subsidies for 
environmen-
tally friendly 
activities 

 Support the expansion of environmentally friendly technology  
(beyond emission limit values). 

 Support the direct adjustment of the whole/large parts of the  
production (may avoid staged investments). 

Removal of 
harmful  
subsidies 

Tradable  
permits 

 Uncertainty about future prices supports consideration of expan-
sion options (if prices are not yet high enough to support the full  
investment, but to justify an expansion option). 

 Amount of payments needs to be high enough to compensate  
additional costs for expansion option (e.g. higher installation 
costs to prepare the piping for a later add-on). 

 Low prices and difficult forecasts may lead to staged investments. 

Liability  May avoid staged investments in order to lower the risk of liabil-
ity issues. 

Information 
provision 

 Staff and stakeholders may support staged investments due to 
the possibility to adapt to and learn about the new technology 
step by step. 

 Staff and stakeholders may promote full investment in order to 
achieve the maximum environmental effect immediately. 
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6.6.2.2.3 Option to abandon/switch 

With regard to environmental investments, the switching option can be con-

sidered more relevant than the abandonment option (cf. Table 6-21). As  

environmental regulation tends to be tightened all over the world, the aban-

donment of environmental investments seems rather unlikely. The switching 

option, hence, appears reasonable, if alternative techniques exist. Thus, in the 

given context, the switching option is closely related to the expansion option. 

Table 6-21:  Impacts of abandonment/switching options on the most relevant economic  

incentive instruments. 

Instrument Implications 

Pollution  
or product 
charges, 
taxes, and 
fees 

 High payments may endanger liquidity for environmental invest-
ment (risk of abandonment). 

 Switch to similar but less environmentally regulated products is  
promoted. 

 May support switch to environmentally (more) friendly alternative. 

Subsidies for 
environmen-
tally friendly 
activities 

 May encourage the switch to environmentally (more) friendly  
technology, hence long-term reliability should be aspired. 

 Volume of subsidies needs to be high/low enough to reach the 
break-even-point of the environmentally (more) friendly  
alternative. 

Removal of 
harmful  
subsidies 
Tradable  
permits 

 Uncertainty about future prices supports consideration of  
abandonment/switching options (increasing option value). 

 (Constantly) low prices may lead to abandonment of efficiency  
investment (low economic incentive). 

 (Constantly) high prices may encourage the switch to environmen-
tally (more) friendly technology. 

Liability  May encourage the switch to environmentally (more) friendly  
technology. 

 Abandonment of environmental investments due to liability issues 
is considered unlikely. 

Information 
provision 

 Awareness raising for staff, customers and shareholders may  
encourage switch to environmentally (more) friendly technology. 

 Abandonment of environmental investments may be counteracted 
by staff, trade unions, and shareholders. 
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The most critical impact that may result from the consideration of the aban-

donment option is again the aspect of emission leakage. The option to aban-

don industrial operation or parts thereof presumably leads to some sort of 

leakage effect.21 It is again not considered in Table 6-21, but needs to be kept 

in mind when designing environmental regulation. 

                                                                    
21  Either the company itself relocates its production or competitors in the market can take 

over the delivery of existing customers. 
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7 Conclusions and Discussion 

After the presentation of the case study results and their policy implications 

in chapter 6, a final validation, discussion and critical acclaim of the work at 

hand is provided in the following. A summary of the developed models and 

their outcomes and an outlook with ideas for future studies will conclude this 

work. 

7.1 Validation 

A validation of the work at hand is difficult, due to the vast amount of data 

that is necessary, particularly for the techno-economic model. Therefore, it is 

not possible, to compare the results of the model in this study directly with 

the results of other calculation tools such as the tool of the US EPA. However, 

several sub-components, such as the calculation of the catalyst volume  

described in section 4.4.2.1 can be compared rather easily and lead to satis-

fying results within study level accuracy. 

Furthermore, in the context of the project work of TFTEI, the tool has been 

tested and applied by industry users, who possessed both the necessary input 

data and the actual costs of real world installations. Unfortunately, no user 

provided a full set of data that allows for a direct quantitative comparison, 

yet they confirmed the quality of the results within study level accuracy.  

The validation of the second part of the work is comparably difficult, as the 

methodology of the model has been developed from scratch and the results 

focus on specific case studies and scenarios. Nevertheless, the results support 

the intuitive expectations when considering real option thinking in the frame-

work of the investment decisions at hand. Furthermore, many parameters 

can be adapted to the needs, data sets and expectations of the users, so that 
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the achievement of reasonable results is rather a question of calibration than 

one of validation. As there is no designated decision threshold (such as the 

achievement of a positive NPV in case of ‘classical’ investment decisions), the 

user can still adapt the parameters for decision-making (e.g. the expected  

return of an early investment) according to his situation, expectations and 

risk-preference.  

7.2 Discussion and Critical Acclaim 

The discussion in the following will be separated in two parts, according to 

the structure of the work at hand. As the two parts, the techno-economic part 

and the ROA, are rather different with regard to their scope, aims and  

assumptions, this separation seems reasonable. One general issue for discus-

sion was already introduced in the validation sector above – a detailed vali-

dation of the overall modeling approach is difficult due to the lack of data. 

Nevertheless, the results and conclusions indicate an added value of the 

model(s) with regard to the understanding of industrial decision-making for 

environmental investments, and in particular for politically enforced invest-

ments, which do not gain revenues. 

The system boundary for the calculations of both models is drawn around the 

emission control installation. Therefore, the technical and economic effects 

of the installation on the plant itself and vice versa is not investigated. The 

techno-economic model allows several adaptations (e.g. consideration of 

part load operation) in order to represent the plant operation correctly.  

Nevertheless, direct interdependencies cannot be considered and the impact 

of the emission control installation on the overall profitability of the plant is 

not investigated as part of this work. As mentioned in the introduction, this is 

considered acceptable, due to the lower monetary impact of air pollutants 

compared to climate pollutants such as CO2, which are already strictly  
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regulated and priced. Nevertheless, there may be an impact, particularly for 

older plants if new installations become necessary. This aspect has to be as-

sessed beyond the results of this work.  

7.2.1 Discussion of the Techno-economic Model 

Regarding the techno-economic model, there is one overarching issue for crit-

icism. This is the technical uniqueness of every large industrial facility. In gen-

eral, no plant exactly resembles another one and these deviations massively 

influence the costs of an installation, the technical feasibility and, hence, the 

investment decision. These aspects cannot be integrated in detail in a general 

model as the one at hand. Therefore, even if the model achieves study level 

accuracy in a broader perspective, this does not mean that the results can be 

taken for granted for every individual plant. Particularly, but not only in case 

of retrofits for existing plants, certain circumstances may lead to significantly 

higher costs. If such issues are known in advance, the results of the model 

should be questioned carefully and in any case, the results of the model can 

never replace a detailed technical feasibility and cost study with on-site  

assessments. 

A further weakness of the model with regard to non-industry users such as 

policy-makers is that there is no possibility to calculate the NOX emissions by 

mass balancing or the like. This is caused by the complex formation mecha-

nisms of NOX. Therefore, the stack emissions before the implementation of a 

control technology have to be known or estimated. However, due to the  

detailed reporting requirements at least in industrialized regions such as the 

EU, there is quite a lot of information available, including the total annual NOX 

emissions of individual plants, which allows for approximate estimations of 

emission levels if no plant-specific data is available. 

A third issue is the use of the specific investment value as a direct input  

parameter. The quality of this value and hence the quality of the results  

depends primarily on the comparability of the reference plant and the  
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investigated plant. If the plants differ in size, complexity or other technical 

aspects, this is not automatically taken into account. Therefore, the specific 

investment has to be adapted in such cases. In the case studies of chapter 6, 

this has been done by adapting the catalyst volume according to the amount 

of emissions to be abated. Based on the adaptation of the catalyst volume 

and considering an economies of scale factor, the specific investment value 

has been adapted. This is one option to deal with such an issue, the validity 

of the results, however, can be expected to decrease with an increasing level 

of deviation between the reference plant and the calculated plant.  

This issue applies equally to other direct factors such as the specific catalyst 

volume, which is not automatically adapted if the amount of NOX to be abated 

changes. Therefore, for this specific example, the methodology of the US EPA 

is introduced as well and used in the case studies. This methodology can be 

used to adapt the value of the specific catalyst volume if necessary or to 

benchmark the existing set of reference data. 

7.2.2 Discussion of the ROA Model 

This section does not aim at discussing the general advantages and drawbacks 

of real option theory, as this is executed in detail in literature (cf. e.g. Kru-

schwitz 2014). Furthermore, the model at hand is not one of the ‘classical’ 

ROA models, as it does not deal with a tradable asset, nor does it aim at set-

ting up a risk-free portfolio. Instead, it can be denoted as a quantitative  

implementation of real option thinking. The NPV of an immediate investment 

is compared to the simulated NPV of a later investment, considering the cost 

of early investment (option price) and an expected return that accounts for 

the uncertainty with regard to the future development. It is hence an appli-

cation-oriented example that displays how the ideas of ROA can be imple-

mented in a transparent and practically applicable way, which might not  

perfectly suit financial theory, but is capable to answer the questions at hand.  
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One issue for discussion is that no differentiation has been made between the 

risk-free interest rate and the actual cost of capital. This issue was not consid-

ered in order to facilitate the model and its practical applicability. Further-

more, it is usually difficult to provide precise and accurate data for such a 

differentiation. However, this issue could easily be integrated into the model, 

if the corresponding data is available. 

Another major aspect of discussion is the negligence of construction times. It 

is assumed that at the time of investment, the cash flows switch instantane-

ously from no abatement to full abatement. In reality, however, the planning 

and construction of particularly secondary installations may take several 

years. Nevertheless, the construction time may vary a lot and is therefore  

difficult to predict. If detailed information is available, this could also be inte-

grated into the model by adapting the cash-flow matrix. Considerable con-

struction times would lead to an actual shortening of the decision-making  

period. As assessed in the sensitivity analysis, however, the decision-making 

period has, at least for the basic scenarios, a comparably low influence on the 

actual ROV and return, as long as there is still room to delay the investment 

at all. 

Furthermore, the calculation of the option price and the expected return can-

not be referenced to preceding scientific studies, as this is the first study (to 

the best of the author’s knowledge) that deals with the example of economi-

cally non-beneficial investments. Therefore, the suitability of these parame-

ters cannot be assessed without further studies based on real-world  

examples. However, as mentioned already, the calculation of these parame-

ters can be adapted at any time without questioning the general usability of 

the model. 

Moreover, in practical applications, the derivation and particularly the predic-

tion of future developments of prices, especially in the framework of stochas-

tic processes is difficult. This issue may be one of the major drawbacks of the 

applicability of the model. Even though Bashiri and Lawryshyn (2017) pub-

lished an example for how to derive the parameters of stochastic processes 
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from past data and economic forecasts, this issue remains crucial for the  

accuracy and reliability of the results. As this is a different scientific field, how-

ever, it goes beyond the scope of this work to assess it in detail. Furthermore, 

the ROA developed in this study is comparably flexible with regard to the  

selected stochastic process due to its numeric approach. Therefore, all sorts 

of processes can be implemented, as long as the future prices can be derived 

by the random walk approach for a large number of paths, which then serve 

as input for the Monte-Carlo-Simulation. 

Another issue for criticism may be the temporal resolution, which is compa-

rably low in the given examples, with a period length of one year. However, 

for the question at hand, this appears sufficient. Nevertheless, a larger 

amount of time-steps (e.g. half-years, quarters or months) could be inte-

grated easily and would be feasible with regard to the computational effort 

of the model. 

In this study, the operating costs were not simulated but defined determinis-

tically. In many applications, however, the operating costs, particularly with 

regard to consumable prices are a major source of uncertainty. Yet, as  

discussed above, it is very difficult to simulate the behavior of prices accord-

ing to a predefined stochastic process. Therefore, for the application at hand, 

two deterministic scenarios were considered in order to assess the impact of 

operating costs. If the operating costs shall be simulated, this could be mod-

eled like the NOX market scenario, with a drift rate and volatility for the oper-

ating costs that can either correlate with the investment development or a 

different set of random numbers can be assumed in order to avoid correla-

tion, which is probably the more likely case.  

Furthermore, there was no higher inflation rate assumed for India than for 

the EU. This issue was already discussed in the context of the case studies. 

Even though not very realistic, this assumption was made in order to allow 

for a comparison that is free of inflation impacts. In the sensitivity analysis, a 

higher inflation rate was assessed and in a real example, the actual inflation 

rate can be chosen according to the local circumstances. The aim of this work 
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is not to derive quantitative policy conclusions for individual countries and 

therefore, this simplification/falsification is considered acceptable for the 

sake of transparency and methodological understanding.  

A further issue with regard to policy implications that has already been  

mentioned is the profitability of the plant itself that should not be endan-

gered, nor should the policy measure be compensated by rebound or leakage 

effects. Such effects need to be considered by policy-makers, yet they have 

to be assessed separately as this would go beyond the scope of this work. 

As the focus of this research is on industrial decision-making at an individual 

plant scale, decision-makers with differing risk perceptions and decision-mak-

ing criteria are to be expected. Therefore, in contrast to macroeconomic con-

siderations with average or common practice evaluation, there is no common 

strategy of decision-makers to be assumed. The assessment of rather similar 

investments may differ a lot among different investors. The resulting deci-

sions depend not only on external influencing factors such as prices, policies 

and other types of risks; but also on the (company) culture, previous experi-

ences, specific knowledge and personal or institutional incentives of the  

decision-maker or the decision-making board. An assessment of personal  

incentive structures of managers is provided in Friedl (2007). Yet, investiga-

ting the detailed impact thereof on investment decisions is not in the scope 

of this work but regarded as an area of future research.  

Two further aspects that can be regarded as weaknesses of the ROA at hand, 

but also as areas of future work are the consideration of further options  

beyond the deferral option and the valuation of the marketing aspect of  

environmental friendliness. Both aspects will be mentioned in more detail in 

the outlook section. They are not considered in this study in order to limit the 

complexity of the overall model. This, however, does not mean that these 

aspects are not of relevance in the context of environmental investments. 
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7.3 Transferability 

The transferability of the models in this study differs for the two parts. While 

the techno-economic model is specifically tailored to NOX abatement instal-

lations, the ROA is more broadly applicable. Nevertheless, the key compo-

nents of the techno-economic model can also be transferred to other appli-

cations. The general structure of investment (CAPEX), variable and fixed 

operating costs (OPEX) can be applied for most industrial applications. The 

individual cost items and the underlying reference values, however, have to 

be updated for other applications. Therefore, the general approach is trans-

ferable, the model, however, cannot directly be used for other types of instal-

lations. For NOX abatement installations in other sectors, however, it may be 

possible to adapt only a few differing values with regard to the deviations of 

the considered sector. Examples of this kind are waste incineration plants or 

cement production plants. In such plants, the same techniques are used (SCR 

and SNCR) but some operating parameters, such as the dust load of the flue 

gas, differ. Hence, the impacts of these differing parameters need to be  

assessed before using the model. If these impacts are understood and con-

sidered correctly, it is supposed to be possible to use the model accordingly. 

The ROA model is more broadly applicable. Generally, it can be used for all 

politically enforced investments that do not gain economic profit. The cost 

structure of investments, operating costs and other costs such as emission 

fees over the lifetime needs to be known and the problem to be investigated 

has to be comparable to the problem at hand. Furthermore, the prerequisites 

of a real option model have to be fulfilled, i.e. there must be flexibility with 

regard to the investment timing and uncertainty regarding the future devel-

opment of at least one important parameter. Typical examples that can be 

expected to fulfill these criteria are abatement installations for other air pol-

lutants, but also for wastewater cleaning or industrial waste disposal. 
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7.4 Summary and Outlook 

After introducing the most relevant technical aspects of NOX abatement in 

large combustion plants and the scientific basis for environmental investment 

appraisal, the work at hand investigates three major research questions: 

 How can the CAPEX and OPEX for NOX abatement installations in LCP 

be estimated precisely and efficiently in the early stages of invest-

ment planning or by company external entities? 

 How can the optimal timing of the investment be assessed based on 

the ROA approach? 

 Which policy instruments influence investment decisions in the con-

sidered framework in which way? 

In order to answer these questions, a single-plant oriented approach is  

selected, which investigates all research questions on an individual plant scale 

that allows for considering technical specifics in detail. Thereof, general con-

clusions and implications for policy can be derived, which may, however, not 

be applicable for all sorts of plants. For a detailed national or regional inven-

tory or integrated assessment model of the considered industry sector, a 

more comprehensive approach is necessary. Yet, such large-scale assess-

ments may blur the specifics of individual plants, which are of particular rele-

vance for investors, but also for policy-makers in smaller countries with few 

installations, or if e.g. leakage effects from specific plants shall be avoided. 

The first research question is targeted in chapter 4 with the development of 

a calculation methodology focusing on the SCR and SNCR technology that 

considers and assesses investments, fixed and variable operating costs. 

The second part, the investigation of the optimal timing of an investment, 

focusses on environmental investments that do not gain profits, i.e. they are 

directly enforced by policy. The specifics of such investment decisions lead to 
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several peculiarities: the investment decision needs to take place in a prede-

fined timeframe, the decision-making period, which is set by the adaptation 

time for industry that is usually specified in newly enforced regulation.  

Furthermore, the investment is mandatory, i.e. it has to be executed by the 

end of the decision-making period at the latest. Consequently, there is no 

predefined threshold value for decision-making, such as a certain NPV that 

triggers the investment. Instead, a rolling horizon approach is to be used that 

compares an immediate investment with a delayed investment. The standard 

decision is to delay the investment as much as legally feasible, therefore, the 

option is to advance the investment compared to the latest possible period. 

The real option value of an early investment increases, if a later investment 

leads to increasing expenditures. This may be the case if investment expend-

itures increase significantly, or if additional policy measures interact with the 

economic decision.  

In order to assess this option to invest earlier than necessary, a two-perspec-

tive ROA model has been developed. The two perspectives are the savings 

and the losses perspective with the savings perspective being more future- 

oriented and the losses perspective rather present-oriented. This orientation 

is caused by the calculation of the option price, which directly influences the 

option value calculated numerically via a Monte-Carlo-Simulation.  

The influence of policy measures on investment decisions in the considered 

framework is assessed via exemplary case studies and scenarios. For a plant 

in the EU and one in India, SCR and SNCR installations are assessed via the 

techno-economic model and the ROA model. A very general conclusion of the 

results is that the real option value increases with increasing uncertainty. 

Therefore, political ambiguity, as well as economic uncertainty, directly influ-

ences investment decisions. The threshold to advance an investment in the 

considered framework is generally comparably high; therefore, disruptive 

settings are necessary in order to promote early investments. Furthermore, 

the implementation of directly emission related costs such as emission fees, 
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taxes or emission-trading schemes has a stronger impact with regard to early 

investments than positive instruments such as public support schemes have. 

The model and results presented in this work open up a broad field of subjects 

for future work. With regard to the success of policy measures, the impact of 

rebound effects shall be mentioned at this stage, as this aspect is often  

underestimated with regard to its environmental impact. Rebound effects 

themselves, as well as their interference with real option thinking, are consid-

ered a promising branch for future research in order to better explain  

the outcome of policy instruments and thus to improve their design and  

implementation. 

Furthermore, a detailed understanding of ROA and real option thinking from 

a behavioral economics perspective is necessary to evaluate and validate the 

results of this research. An important aspect in this context is not only the 

question, whether the implications of ROA and real option thinking are cor-

rect, but also to which extent decision-makers already think in options or 

which effects could be achieved if they were trained to do so. Based on the 

results of a behavioral economics study, an agent-based model could deliver 

quantitative results regarding the implications of real option thinking and the 

use of ROA as investment decision-making method for environmental invest-

ments. Andalib et al. (2018) recently published an exemplary work in this field 

with a focus on project management and a lot more research in this direction 

can be expected in the coming years. Mathematical models to incorporate 

risk aversion in real option analyses have been published for example by  

Hugonnier and Morellec (2003) and Ewald and Yang (2008). These models 

are, however, very complex from a mathematical point of view and difficult 

to implement for many real-world applications. Therefore, further studies in 

this direction with regard to practical implementation would be helpful and 

might lead to actual progress. Such studies could also provide more infor-

mation on the optimal determination of parameters such as the option price 

and the expected return in the considered framework.  
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In the same context, the personal incentive structures for managers and the 

thereof resulting decisions with regard to environmental investments are  

another area of ongoing and future work. There are already several scientific 

and practice-oriented publications on related issues (cf. e.g. Flyvbjerg and 

Sunstein 2015; van der Slot et al. 2015; Vose 2015), based on early works in 

the field, such as Hirschman (1967) and Pratt and Zeckhauser (1985). Yet, a 

specific study focusing on ROA and real option thinking would support the 

understanding of drivers and drawbacks in this specific field. 

Moreover, a task for future research is to investigate alternative investment 

options (e.g. growth options, staging options, switching options) in more  

detail in the considered context and implement them as enhancement of the 

ROA model. To mention one example for a staging option, many emission 

abatement installations can consist of one big reactor or of two simultane-

ously operated smaller reactors. By choosing the two-reactor solution, only 

one reactor with all the pipework, etc. prepared for a second one can be  

installed in a first step. If sometime later a lower emission threshold needs to 

be met, the second reactor can be retrofitted rather easily.  

Directly related to the work at hand is the task of defining the option price. 

Future research with regard to its precise definition is recommended as there 

is no scientific reference available that identifies a suitable value or calcula-

tion formula. 

Another issue that has not been considered in this study due to lacking data 

and knowledge is the value of the good reputation that comes with installing 

emission abatement measures. The marketing of environmental friendliness 

is certainly a considerable aspect nowadays. Its monetary value, however, is 

very difficult to evaluate and can be expected to vary significantly in different 

regions and societies.  

Finally, the assessment of the economic efficiency of policy measures is  

another issue that is not targeted by this work. In order to investigate the 

value of the abated emissions in relation to the costs of policy incentives, a 
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more macroeconomically oriented study is necessary. Yet not only the eco-

nomic efficiency of the policy measure itself needs to be investigated, but also 

its impact on the targeted industry in order to assess e.g. leakage effects, as 

discussed already. 

To conclude, this work delivers a methodology to assess NOX emission control 

measures in LCP from a techno-economic perspective and supports decision-

making for such installations via a ROA. Even though the focus of the work is 

on the development of a suitable methodology for individual plants, a deriva-

tion of policy conclusions for the investigated examples is possible. Yet, in  

order to quantitatively assess results and effects at a broader scale such as a 

national economy sector, further macroeconomic and behavioral economics 

studies appear reasonable, in order to improve the understanding of indus-

trial decision-making with the aim of actively promoting early and compre-

hensive environmental investments.  
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A. Summary of International Nitrogen 
Oxide Emission Regulation  
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for a new installation 

R
e

fe
re

n
ce

s 

100 MW 

gas turbine 

1000 MW 

coal-fired boiler 

Australia AUS x x 
N/A  

(state specific) 

N/A  

(state specific) 
[1] 

Azerbaijan AZE  x tbd tbd [2] 

Brazil BRA x  50 - [3] 

Canada CAN x  

depending on the 

power and heat out-

put of the plant 

depending on the 

power and heat out-

put of the plant 

[4] 

Chile CHL x  50 200 [5] 

China CHN x  50 100 [6] 

Dominica DMA x  N/A 250 [7] 

EU-28* EU x  15-35 50-85 [8] 

India IND x  - 100 [9] 

Indonesia IDN x  320 750 [10],[11] 

Japan JPN x  
70 ppm 

(ca. 144 mg/Nm³) 

200 ppm 

(ca. 410 mg/Nm³) 
[12] 

Malaysia MYS x  150 500 [13] 

Mexico MEX x  N/A 
225-769 (depending 

on the  region) 
[14] 

Norway NOR  x tbd tbd [15] 
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Pakistan PAK x  400 

300 ng/Jheat input 

(cannot be trans-

ferred in mg/Nm³ 

without additional  

information) 

[16] 

Philippines PHL x  500 1000 [17] 

Rep. of Korea KOR x  N/A 164 [18] 

Russia RUS  x tbd tbd [19],[20] 

Serbia SCG x  50 200 [21],[22] 

Singapore SGP x  700 700 [23] 

South Africa ZAF x  50 750 [24] 

Switzerland CHE x  20 150 [25] 

Taiwan TWN x  246 513 [26] 

Thailand THA x  
120 ppm  

(ca. 246 mg/Nm³) 

200 ppm  

(ca. 410 mg/Nm³) 
[27] 

Trinidad and 

Tobago 
TTO x  500 500 [28] 

Turkey TUR x  50 200 [29],[30] 

Ukraine UKR x  N/A 500 [31] 

United States USA x  

N/A (state specific 

and in US units  

that cannot be  

converted directly) 

N/A (state specific 

and in US units  

that cannot be  

converted directly) 

[32] 

Vietnam VNM x  
390-910 

(location dependent) 

330-1200 

(location dependent) 
[33],[34] 

Explanation: 

- No ELV in force (national air quality standards, however, apply accordingly) 

tbd  ELV need to be defined for every plant individually in order to meet the re-

gional air quality standards 

N/A ELV seem to be existing but are not available/accessible (e.g. due to translation 

difficulties) 

References: 

[1] https://www.iea-coal.org/wp-content/uploads/2017/12/Australia-emission-

standards.pdf  

[2] http://www.unece.org/fileadmin/DAM/env/epr/epr_studies/ 

azerbaijan%20II.pdf 
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[3] http://www.mma.gov.br/port/conama/legiabre.cfm?codlegi=660 

[4] https://www.iea-coal.org/wp-content/uploads/2017/12/Canada-emission-

standard.pdf 

[5] http://centralenergia.cl/uploads/2011/06/Norma_emision_centrales_ termoe-

lectricas_Decreto_13.pdf 

[6] http://www.neec.no/wp-content/uploads/ChinaFAQs.pdf 

[7] https://www.iea-coal.org/wp-content/uploads/2017/12/Dominica.pdf 

[8]  https://eur-lex.europa.eu/legal-con-

tent/EN/TXT/PDF/?uri=CELEX:32017D1442&from=EN  

[9] https://www.iea-coal.org/wp-content/uploads/2017/12/new-India-stand-

ard.pdf 

[10] https://www.iea-coal.org/wp-content/uploads/2017/12/Indonesia-emission-

standards.pdf 

[11] http://hukum.unsrat.ac.id/lh/menlh2008_21_1.pdf 

[12] https://www.env.go.jp/en/air/aq/air/air4_table.html 

[13] http://www.federalgazette.agc.gov.my/outputp/pua_20140604_P.U. 

%20%28A%29%20151-peraturan-peraturan%20kualiti%20alam%20 sekelil-

ing%20%28udara%20bersih%29%202014.pdf 

[14] http://siga.jalisco.gob.mx/Assets/documentos/normatividad/nom085 

semarnat1994.htm 

[15] http://miljodirektoratet.no/en/Legislation1/Regulations/Pollution-Regula-

tions/Chapter-7/ 

[16] http://serl.pk/lawfile/24/NEQs-industrial-gases.pdf 

[17] http://policy.denr.gov.ph/2000/ENV_DAO_2000-81.pdf 

[18] https://www.iea-coal.org/wp-content/uploads/2017/12/South-Korea.pdf  

[19]  http://www.oecd.org/env/outreach/38118149.pdf  

[20] http://uk.practicallaw.com/6-503-2842#a249373 

[21] https://serbia-energy.eu/serbia-eps-will-shut-8-coal-fired-units-2024/  

[22] http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32001L0080& 

from=EN 

[23] https://www.iea-coal.org/wp-content/uploads/2017/12/Singapore.pdf  

[24] http://www.saaqis.org.za/filedownload.aspx?fileid=885  

[25] https://www.admin.ch/opc/de/classified-compilation/19850321/in-

dex.html#app2 

[26] https://www.iea-coal.org/wp-content/uploads/2017/12/Taiwan-emission-

standards.pdf 
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[27] https://bit.ly/2K2Gpfe  

[28] https://www.iea-coal.org/wp-content/uploads/2017/12/Trinidad-and-To-

bago.pdf 

[29] http://www.tepav.org.tr/upload/files/haber/1427475571-5.Turkey___s_Com-

pliance_with_the_Industrial_Emissions_Directive.pdf 

[30] https://www.iea-coal.org/wp-content/uploads/2017/12/Turkey-emissions-

standard.pdf 

[31] https://www.iea-coal.org/wp-content/uploads/2017/12/Ukraine-1.pdf 

[32] https://www.gpo.gov/fdsys/pkg/CFR-2011-title40-vol6/xml/CFR-2011-title40-

vol6-part60.xml 

[33]  https://www.iea-coal.org/wp-content/uploads/2017/12/Vietnam-emission-

standard.pdf 

[34] https://www.env.go.jp/air/tech/ine/asia/vietnam/files/law/QCVN%2022-

2009.pdf 

Data and links as of 14 November 2018. 

* More stringent national regulation may apply in some EU countries. 
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B. Further Calculation Results of 
the ROA in Section 6.4 

Overview of all results, ROV in M€: 

σ μ 
NOX fee  EU SCR  EU SCR  

EU SNCR IND SCR IND SNCR 
[€/t] base tight 

Increasing investment 

0.01 0.04  0 0 0 0 0 

0.05 0.04  0.094 0.102 0.035 0.037 0 

0.01 0.08  0.590 0.639 0.215 0.149 0 

0.05 0.08  0.914 1.027 0.376 0.546 0.026 

0.01 0.12  2.705 3.078 1.159 1.974 0.073 

0.05 0.12  2.750 3.133 1.184 2.071 0.304 

0.01 0.16  4.936 5.658 2.164 4.078 0.955 

0.05 0.16  4.940 5.663 2.167 4.092 1.039 

Increasing investment with high consumable costs 

0.01 0.04  0 0 0 0 0 

0.05 0.04  0.064 0.066 0.020 0.009 0 

0.01 0.08  0.368 0.355 0.089 0.002 0 

0.05 0.08  0.755 0.819 0.278 0.247 0 

0.01 0.12  2.435 2.717 0.979 1.146 0 

0.05 0.12  2.501 2.802 1.021 1.395 0.017 

0.01 0.16  4.666 5.296 1.984 3.247 0.005 

0.05 0.16  4.674 5.307 1.990 3.293 0.213 

Increasing investment with NOX fees 

0.05 0 500 0.011 0.010 0.022 0.189 0.002 

0.05 0.02 500 0.073 0.069 0.102 0.577 0.016 

0.05 0.04 500 0.299 0.300 0.302 1.248 0.079 

0.05 0 1000 0.060 0.049 0.276 2.442 1.534 

0.05 0.02 1000 0.261 0.233 0.590 3.344 1.970 

0.05 0.04 1000 0.739 0.714 0.997 4.282 2.420 
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0.05 0 2000 0.674 0.538 1.831 8.698 7.285 

0.05 0.02 2000 1.399 1.260 2.270 9.622 7.727 

0.05 0.04 2000 2.315 2.257 2.720 10.564 8.177 

0.05 0 4000 4.142 3.969 5.286 21.255 18.798 

0.05 0.02 4000 5.117 5.087 5.727 22.179 19.239 

0.05 0.04 4000 6.116 6.238 6.177 23.122 19.689 

0.05 0 8000 11.758 11.981 12.199 46.370 41.822 

0.05 0.02 8000 12.737 13.111 12.640 47.294 42.263 

0.05 0.04 8000 13.737 14.263 13.090 48.236 42.714 

σ_NOX μ_NOX 
NOX fee  EU SCR  EU SCR  

EU SNCR IND SCR IND SNCR 
[€/t] base tight 

NOX market* 

0.05 0.05 500 0 0 0.042 0.006 1.228 

0.1 0.05 500 0 0 0.139 0.540 1.241 

0.05 0.1 500 0.018 0 1.813 1.060 5.371 

0.1 0.1 500 0.061 0 1.824 1.081 5.373 

0.05 0.05 1000 0.001 0 1.247 3.213 5.290 

0.1 0.05 1000 0.034 0 1.258 3.213 5.291 

0.05 0.1 1000 1.182 0.013 5.251 5.976 13.577 

0.1 0.1 1000 1.287 0.118 5.253 5.977 13.580 

0.05 0.05 2000 1.554 0.563 4.120 10.281 13.415 

0.1 0.05 2000 1.554 0.569 4.121 10.282 13.416 

0.05 0.1 2000 5.827 2.702 12.128 15.806 29.989 

0.1 0.1 2000 5.828 2.702 12.131 15.808 29.995 

0.05 0.05 4000 6.585 5.186 9.865 24.418 29.664 

0.1 0.05 4000 6.586 5.186 9.867 24.419 29.668 

0.05 0.1 4000 15.131 9.464 25.882 35.467 62.812 

0.1 0.1 4000 15.134 9.465 25.888 35.471 62.824 

p h 
NOX fee  EU SCR  EU SCR  

EU SNCR IND SCR IND SNCR 
[€/t] base tight 

Discontinued Subsidies (σ= 0.05, μ=0.015)** 

p1 10%  0.078 0.084 0.029 0.029 0 
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p1 20%  0.379 0.419 0.150 0.187 0.004 

p1 30%  1.047 1.174 0.433 0.642 0.033 

p2 10%  0.210 0.228 0.079 0.081 0.001 

p2 20%  1.317 1.457 0.052 0.662 0.015 

p2 30%  3.934 4.413 1.629 2.434 0.127 

p3 10%  0.125 0.136 0.047 0.048 0 

p3 20%  0.698 0.771 0.276 0.348 0.008 

p3 30%  2.019 2.264 0.835 1.243 0.064 

Discontinued Subsidies with NOX fees (σ= 0.05, μ=0.015) 
 

p1 10% 500 0.266 0.265 0.280 0.019 0.914 

p1 20% 500 0.855 0.897 0.664 0.139 1.427 

p1 30% 500 1.785 1.935 1.146 0.525 1.946 

p2 10% 500 0.688 0.690 0.695 0.054 2.023 

p2 20% 500 2.887 3.040 2.155 0.496 4.046 

p2 30% 500 6.546 7.123 4.061 1.997 6.116 

p3 10% 500 0.415 0.415 0.425 0.032 1.296 

p3 20% 500 1.549 1.628 1.172 0.260 2.313 

p3 30% 500 3.389 3.682 2.129 1.018 3.348 

p1 10% 1000 0.688 0.659 0.972 4.246 3.797 

p1 20% 1000 1.573 1.612 1.488 5.376 4.344 

p1 30% 1000 2.655 2.833 2.008 6.503 4.891 

p2 10% 1000 1.698 1.643 2.126 7.538 5.433 

p2 20% 1000 5.071 5.257 4.165 12.046 7.616 

p2 30% 1000 9.355 10.085 6.240 16.543 9.799 

p3 10% 1000 1.043 1.005 1.369 5.347 4.341 

p3 20% 1000 2.766 2.855 2.392 7.599 5.431 

p3 30% 1000 4.914 5.278 3.429 9.846 6.522 

*  in the NOX market scenario, the NOX fee displays the initial price of NOX emissions 

that serves as basis for the stochastic simulation of future prices. 

**  The probability settings p for the discontinued subsidies scenario are: 

 p1: p0=0 %, p1=25 %, p2=25 %, p3=25 %, p4=25 %,  

 p2: p0=0 %, p1=100 %, p2=0 %, p3=0 %, p4=0 %, 

 p3: p0=0 %, p1=50 %, p2=25 %, p3=15 %, p4=10 %. 
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Overview of all results, R in %: 

σ μ 
NOX fee  EU SCR  EU SCR  

EU SNCR IND SCR IND SNCR 
[€/t] base tight 

Increasing investment 

0.01 0.04  0.00% 0.00% 0.00% 0.00% 0.00% 

0.05 0.04  0.19% 0.18% 0.16% 0.08% 0.00% 

0.01 0.08  1.18% 1.11% 0.96% 0.32% 0.00% 

0.05 0.08  1.83% 1.78% 1.67% 1.16% 0.12% 

0.01 0.12  5.42% 5.33% 5.15% 4.19% 0.32% 

0.05 0.12  5.51% 5.43% 5.26% 4.40% 1.35% 

0.01 0.16  9.88% 9.80% 9.62% 8.66% 4.24% 

0.05 0.16  9.89% 9.81% 9.63% 8.69% 4.62% 

Increasing investment with high consumable costs 

0.01 0.04  0.00% 0.00% 0.00% 0.00% 0.00% 

0.05 0.04  0.13% 0.11% 0.09% 0.02% 0.00% 

0.01 0.08  0.74% 0.61% 0.40% 0.00% 0.00% 

0.05 0.08  1.51% 1.42% 1.24% 0.52% 0.00% 

0.01 0.12  4.87% 4.70% 4.35% 2.43% 0.00% 

0.05 0.12  5.01% 4.85% 4.54% 2.96% 0.08% 

0.01 0.16  9.34% 9.17% 8.82% 6.89% 0.02% 

0.05 0.16  9.36% 9.19% 8.84% 6.99% 0.95% 

Increasing investment with NOX fees 

0.05 0 500 0.02% 0.02% 0.10% 0.40% 0.01% 

0.05 0.02 500 0.15% 0.12% 0.45% 1.23% 0.07% 

0.05 0.04 500 0.60% 0.52% 1.34% 2.65% 0.35% 

0.05 0 1000 0.12% 0.08% 1.23% 5.18% 6.82% 

0.05 0.02 1000 0.52% 0.40% 2.62% 7.10% 8.76% 

0.05 0.04 1000 1.48% 1.24% 4.43% 9.09% 10.76% 

0.05 0 2000 1.35% 0.93% 8.14% 18.47% 32.38% 

0.05 0.02 2000 2.80% 2.18% 10.09% 20.43% 34.34% 

0.05 0.04 2000 4.63% 3.91% 12.09% 22.43% 36.34% 

0.05 0 4000 8.29% 6.87% 23.49% 45.13% 83.55% 
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0.05 0.02 4000 10.24% 8.81% 25.45% 47.09% 85.51% 

0.05 0.04 4000 12.24% 10.80% 27.45% 49.09% 87.51% 

0.05 0 8000 23.54% 20.75% 54.22% 98.45% 185.88% 

0.05 0.02 8000 25.50% 22.70% 56.18% 100.41% 187.84% 

0.05 0.04 8000 27.50% 24.70% 58.18% 102.41% 189.84% 

σ_NOX μ_NOX 
NOX fee  EU SCR  EU SCR  

EU SNCR IND SCR IND SNCR 
[€/t] base tight 

NOX market* 

0.05 0.05 500 0.00% 0.00% 0.18% 0.01% 5.46% 

0.1 0.05 500 0.00% 0.00% 0.62% 1.15% 5.52% 

0.05 0.1 500 0.04% 0.00% 8.06% 2.25% 23.87% 

0.1 0.1 500 0.12% 0.00% 8.11% 2.30% 23.88% 

0.05 0.05 1000 0.00% 0.00% 5.54% 6.82% 23.51% 

0.1 0.05 1000 0.07% 0.00% 5.59% 6.82% 23.52% 

0.05 0.1 1000 2.37% 0.02% 23.34% 12.69% 60.34% 

0.1 0.1 1000 2.58% 0.20% 23.35% 12.69% 60.36% 

0.05 0.05 2000 3.11% 0.97% 18.31% 21.83% 59.62% 

0.1 0.05 2000 3.11% 0.99% 18.32% 21.83% 59.63% 

0.05 0.1 2000 11.67% 4.68% 53.90% 33.56% 133.28% 

0.1 0.1 2000 11.67% 4.68% 53.92% 33.56% 133.31% 

0.05 0.05 4000 13.18% 8.98% 43.84% 51.84% 131.84% 

0.1 0.05 4000 13.19% 8.98% 43.85% 51.85% 131.86% 

0.05 0.1 4000 30.29% 16.39% 115.03% 75.30% 279.16% 

0.1 0.1 4000 30.30% 16.39% 115.06% 75.31% 279.22% 

p h 
NOX fee  EU SCR  EU SCR  

EU SNCR IND SCR IND SNCR 
[€/t] base tight 

Discontinued Subsidies (σ= 0.05, μ=0.015)** 

p1 10%  0.16% 0.15% 0.13% 0.06% 0.00% 

p1 20%  0.76% 0.73% 0.67% 0.40% 0.02% 

p1 30%  2.10% 2.03% 1.92% 1.36% 0.15% 

p2 10%  0.42% 0.39% 0.35% 0.17% 0.00% 

p2 20%  2.64% 2.52% 0.23% 1.41% 0.07% 
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p2 30%  7.88% 7.64% 7.24% 5.17% 0.56% 

p3 10%  0.25% 0.24% 0.21% 0.10% 0.00% 

p3 20%  1.40% 1.34% 1.23% 0.74% 0.04% 

p3 30%  4.04% 3.92% 3.71% 2.64% 0.28% 

Discontinued Subsidies with NOX fees (σ= 0.05, μ=0.015) 
 

p1 10% 500 0.53% 0.46% 1.24% 0.04% 4.06% 

p1 20% 500 1.71% 1.55% 2.95% 0.30% 6.34% 

p1 30% 500 3.57% 3.35% 5.09% 1.11% 8.65% 

p2 10% 500 1.38% 1.19% 3.09% 0.11% 8.99% 

p2 20% 500 5.78% 5.26% 9.58% 1.05% 17.98% 

p2 30% 500 13.11% 12.33% 18.05% 4.24% 27.18% 

p3 10% 500 0.83% 0.72% 1.89% 0.07% 5.76% 

p3 20% 500 3.10% 2.82% 5.21% 0.55% 10.28% 

p3 30% 500 6.78% 6.38% 9.46% 2.16% 14.88% 

p1 10% 1000 1.38% 1.14% 4.32% 9.01% 16.88% 

p1 20% 1000 3.15% 2.79% 6.61% 11.41% 19.31% 

p1 30% 1000 5.32% 4.91% 8.92% 13.81% 21.74% 

p2 10% 1000 3.40% 2.85% 9.45% 16.00% 24.15% 

p2 20% 1000 10.15% 9.10% 18.51% 25.58% 33.85% 

p2 30% 1000 18.73% 17.46% 27.73% 35.12% 43.55% 

p3 10% 1000 2.09% 1.74% 6.08% 11.35% 19.29% 

p3 20% 1000 5.54% 4.94% 10.63% 16.13% 24.14% 

p3 30% 1000 9.84% 9.14% 15.24% 20.90% 28.99% 

*  in the NOX market scenario, the NOX fee displays the initial price of NOX emissions 

that serves as basis for the stochastic simulation of future prices. 

**  The probability settings p for the discontinued subsidies scenario are: 

 p1: p0=0 %, p1=25 %, p2=25 %, p3=25 %, p4=25 %,  

 p2: p0=0 %, p1=100 %, p2=0 %, p3=0 %, p4=0 %, 

 p3: p0=0 %, p1=50 %, p2=25 %, p3=15 %, p4=10 %. 
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Overview of all results, number of paths that recommend  

an immediate investment: 

σ μ 
NOX fee  EU SCR  EU SCR  

EU SNCR IND SCR IND SNCR 
[€/t] base tight 

Increasing investment 

0.01 0.04  0 0 0 0 0 

0.05 0.04  6 184 5 888 5 271 2 723 54 

0.01 0.08  84 427 82 300 77 060 38 258 0 

0.05 0.08  s40 941 40 016 38 115 28 632 3 808 

0.01 0.12  100 000 100 000 100 000 99 999 39 499 

0.05 0.12  80 447 79 916 78 692 71 796 31 441 

0.01 0.16  100 000 100 000 100 000 100 000 99 997 

0.05 0.16  96 078 95 929 95 575 93 472 72 439 

Increasing investment with high consumable costs 

0.01 0.04  0 0 0 0 0 

0.05 0.04  4 365 3 891 3 049 720 0 

0.01 0.08  67 437 60 464 45 122 710 0 

0.05 0.08  35 232 33 548 30 100 14 712 35 

0.01 0.12  100 000 100 000 100 000 98 695 0 

0.05 0.12  76 783 75 610 73 008 56 296 2 485 

0.01 0.16  100 000 100 000 100 000 100 000 4430 

0.05 0.16  95 027 94 701 93 865 87 467 23 307 

Increasing investment with NOX fees 

0.05 0 500 919 711 3 664 12 893 372 

0.05 0.02 500 5 085 4 245 13 865 31 953 2 547 

0.05 0.04 500 17 142 15 181 33 441 55 479 10 771 

0.05 0 1000 4 418 3 188 32 933 83 347 91 729 

0.05 0.02 1000 15 683 12 611 56 320 92 208 96 459 

0.05 0.04 1000 36 105 31 461 75 679 96 698 98 647 

0.05 0 2000 35 473 26 589 95 562 100 000 100 000 

0.05 0.02 2000 58 892 49 634 98 249 100 000 100 000 
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0.05 0.04 2000 77 379 70 910 99 395 100 000 100 000 

0.05 0 4000 95 903 92 023 100 000 100 000 100 000 

0.05 0.02 4000 98 386 96 581 100 000 100 000 100 000 

0.05 0.04 4000 99 452 98 700 100 000 100 000 100 000 

0.05 0 8000 100 000 100 000 100 000 100 000 100 000 

0.05 0.02 8000 100 000 100 000 100 000 100 000 100 000 

0.05 0.04 8000 100 000 100 000 100 000 100 000 100 000 

σ_NOX μ_NOX 
NOX fee  EU SCR  EU SCR  

EU SNCR IND SCR IND SNCR 
[€/t] base tight 

NOX market* 

0.05 0.05 500 0 0 21 117 5 214 99 867 

0.1 0.05 500 15 0 27 196 15 246 89 233 

0.05 0.1 500 786 0 99 982 99 773 100 000 

0.1 0.1 500 8 341 83 94 954 88 769 99 968 

0.05 0.05 1000 365 0 99 948 100000 100000 

0.1 0.05 1000 6 262 77 91 928 100 000 100 000 

0.05 0.1 1000 96 287 5 456 100 000 100 000 100 000 

0.1 0.1 1000 76 080 16 488 99 976 100 000 100 000 

0.05 0.05 2000 100 000 99 346 100 000 100 000 100 000 

0.1 0.05 2000 96 351 82 051 99 992 100 000 100 000 

0.05 0.1 2000 100 000 100 000 100 000 100 000 100 000 

0.1 0.1 2000 99 996 99 917 100 000 100 000 100 000 

0.05 0.05 4000 100 000 100 000 100 000 100 000 100 000 

0.1 0.05 4000 100 000 100 000 100 000 100 000 100 000 

0.05 0.1 4000 100 000 100 000 100 000 100 000 100 000 

0.1 0.1 4000 100 000 100 000 100 000 100 000 100 000 

p h 
NOX fee  EU SCR  EU SCR  

EU SNCR IND SCR IND SNCR 
[€/t] base tight 

Discontinued Subsidies (σ= 0.05, μ=0.015)** 

p1 10%  4 521 4 253 3 762 1 927 35 

p1 20%  13 081 12 633 11 744 7 604 454 

p1 30%  22 274 21 814 20 882 16 299 2 641 
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p2 10%  10 052 9 490 8 498 4 519 97 

p2 20%  37 733 36 562 34304 23120 1595 

p2 30%  70 846 69 754 67 569 54 882 9 637 

p3 10%  6 517 6 151 5 517 2 913 63 

p3 20%  21 826 21 155 19 782 13 051 857 

p3 30%  39 200 38 526 37 196 29 761 4 986 

Discontinued Subsidies with NOX fees (σ= 0.05, μ=0.015) 
 

p1 10% 500 13 441 11 820 27 172 1 322 64 065 

p1 20% 500 25 117 23 357 37 925 5 866 66 130 

p1 30% 500 32 119 30 773 41 438 14 009 66 274 

p2 10% 500 27 247 24 356 50 706 3 122 92 450 

p2 20% 500 64 695 61 220 84 676 18 195 99 433 

p2 30% 500 89 562 87 702 97 289 48 019 99 986 

p3 10% 500 18 540 16 458 35 957 2 002 74 403 

p3 20% 500 39 418 37 051 54 949 10 188 78 210 

p3 30% 500 52 556 50 988 61 592 25 804 78 498 

p1 10% 1000 29 567 25 385 66427 93053 99939 

p1 20% 1000 39 817 36 474 68 110 93 063 99 939 

p1 30% 1000 42 902 40 384 68 123 93 063 99 939 

p2 10% 1000 54 226 47 946 93 871 99 963 100 000 

p2 20% 1000 86 773 82 879 99 598 100 000 100 000 

p2 30% 1000 97 825 96 808 99 988 100 000 100 000 

p3 10% 1000 38 779 33 798 76 364 95 403 99 957 

p3 20% 1000 56 961 53 374 79 481 95 423 99 957 

p3 30% 1000 62 765 60 743 79 691 95 423 99 957 

*  in the NOX market scenario, the NOX fee displays the initial price of NOX emissions 

that serves as basis for the stochastic simulation of future prices. 

**  The probability settings p for the discontinued subsidies scenario are: 

 p1: p0=0 %, p1=25 %, p2=25 %, p3=25 %, p4=25 %,  

 p2: p0=0 %, p1=100 %, p2=0 %, p3=0 %, p4=0 %, 

 p3: p0=0 %, p1=50 %, p2=25 %, p3=15 %, p4=10 %. 
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Results of the EU SNCR increasing investment with NOx fees scenario  

(σ= 0.05, μ=0.015, cf. Figure 6-3): 

NOX fee [€/t] 
Base 

ROV R Invest 

0 0.003 0.01% 545 

250 0.018 0.08% 2 851 

500 0.073 0.32% 10 474 

750 0.222 0.99% 27 115 

1000 0.501 2.23% 50 553 

1250 0.879 3.91% 72 237 

1500 1.299 5.77% 86 413 

1750 1.728 7.68% 94 142 

2000 2.159 9.60% 97 767 

2250 2.591 11.52% 99 272 

2500 3.024 13.44% 99 813 

2750 3.455 15.36% 99 964 

3000 3.887 17.28% 99 997 

3250 4.320 19.20% 100 000 

3500 4.752 21.12% 100 000 
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