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Kurzfassung

Viele Industrie- und Umweltprozesse sind komplexe örtlich-zeitliche Sys-
teme, die auch als verteilt-parametrische Systeme (engl. distributed para-
meter system; DPS) bezeichnet werden. Sie können oft durch nichtlineare
gekoppelte partielle Differentialgleichungen (engl. partial differential equa-
tion; PDE) beschrieben werden. Solche Systeme sind oft komplex und es ist
schwierig die Beziehung zwischen Modelleingang, Modellausgang und den
Parametern herzustellen. Zusätzlich weicht die Prädiktion der physikalis-
chen Modelle häufig von den realen Messungen ab. Das Ziel der Arbeit
ist es, einen systematischen Ansatz zu finden, um das Systemverhalten zu
verstehen und die Abweichung zwischen der Modellprädiktion und dem
realen Prozess zu reduzieren.

In den meisten realen Anwendungen besitzen die Modellbenutzer Vor-
wissen über das System. Dieses Vorwissen kann als Unsicherheit im
Bayes’schen Sinne interpretiert werden. Die Unsicherheiten werden durch
Zufallsvariablen oder ein Zufallsfeld und mit der Methode der Unsicherheit-
squantifizierung (engl. Uncertainty Quantification; UQ) beschrieben.

Dazu werden geeignete UQ Ansätze ausgewählt und kombiniert, mit de-
nen das DPS analysiert und identifiziert werden kann. Das Framework
verwendet dazu die Unsicherheitspropagierung (engl. Uncertainty propa-
gation; UP), die Sensitivitätsanalyse (SA) und die Bayes- Parameterkali-
brierung. Die Hauptschwierigkeit der Anwendung dieser UQ Ansätze auf
nichtlineare DPS liegt im Rechenaufwand. Herkömmliche Verfahren, wie
beispielweise sampling-basierte Verfahren, benötigen zahlreiche Modell-
berechnungen. Dieser Rechenaufwand kann durch das verallgemeinerte
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Kurzfassung

Polynomial Chaos (engl. generalized polynomial chaos; gPC) vermindert
werden. Die gPC Ansätze sind als effiziente Methode zur Quantifizierung
der Unsicherheit bekannt.

Die statistischen Kennwerte und das globale Sensitivitätsmaß, nämlich
Sobol Indizes (engl. Sobol Indices), können durch die gPC-Koeffizienten
unmittelbar berechnet werden. Damit kann die gPC-Approximation als
Ersatzmodell verwendet werden, um den Rechenaufwand von umfang-
reichen Modellen zu reduzieren. In Rahmen dieser Dissertation wird das
gPC-Ersatzmodel auf die Unsicherheitspropagierung, die lokale Sensitivi-
tätsanalyse und das Bayes’sche inverse Probleme angewendet. Als ein neues
numerisches Verfahren wird die Polynomial Chaos Expansion (PCE) auf die
rekursive Bayes’sche Schätzung angewendet. Diese Überlegung führt zu
einem deterministischen, linearen Filter, welches in dieser Dissertation mit
linear Bayesian updating with PCE bezeichnet wird.

Die Effizienz des in dieser Arbeit vorgestellten Frameworks wird an-
hand eines realen industriellen Prozesses gezeigt. Bei diesem industriellen
Prozess handelt es sich um ein komplexes rheologisches Verfahren zur
Herstellung von Glasröhren und -stäben, welche Vorprodukte (Preforms)
für optische Fasern sind. Mit Hilfe des Frameworks kann der Prozess sys-
tematisch analysiert und die Modellparameter optimal kalibriert werden,
um die vom Anwender definierten Leistungskriterien zu erfüllen.
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Abstract

Many industrial and environmental processes are characterized as complex
spatio-temporal systems. Such systems known as distributed parameter
systems (DPSs), which are often modeled with nonlinear coupled partial dif-
ferential equations, are usually highly complex and it is difficult to establish
the relation between model inputs, model output and parameters. Most
importantly, the solutions of physics-based models commonly differ from
the real measurements. Hence, the aim of the thesis is to elucidate a sys-
tematic framework that allows to gain an understanding of the behavior of
nonlinear distributed parameter system. Ultimately, the framework reduces
the disagreement between the computational model predictions and the
measurements of the real processes.

For most of real world applications, the model users have some back-
ground knowledge about the considered system. This available background
knowledge is exploited in this thesis, by formulating the state of knowledge
in form of uncertainties in Bayesian sense. The uncertainties are described
by random variables or random field and are quantified by Uncertainty
Quantification (UQ) approaches to gain the knowledge about the system.

The appropriate UQ approaches are selected and combined systemati-
cally in order to analyze and identify systems. The framework proposed in
this thesis includes the uncertainty propagation, the sensitivity analysis and
the Bayesian parameter calibration. The main challenge of applying the UQ
to the nonlinear distributed parameter systems is the computational efforts.
By the conventional method such as sampling-based method, it requires
numerous simulation evaluations. This computational effort is diminished
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Abstract

by the generalized polynomial chaos expansion (gPCE), which has been
proposed as an efficient methodology for uncertainty quantification.

The statistical values of the system responses and the global sensitivity
measures (Sobol Indices) can be computed directly from the gPC coeffi-
cients. A surrogate model (with gPC approximation) is used to reduce the
computational effort of extensive models. In this thesis, the surrogate model
is applied to the uncertainty propagation, to local sensitivity calculation,
and to the Bayesian inverse problem. The polynomial chaos expansion
(PCE) can also be applied to the recursive Bayesian estimation resulting
in an deterministic linear filter, in this thesis named as linear Bayesian
updating with PCE.

The efficiency of the framework is assessed in the application to a model
of a real industrial system. The considered industrial process is a complex
rheological forming process producing glass tubes and glass rods, which
are pre-products for optical fibers. With this application, the framework is
illustrated to be capable of systematically analyzing the system and opti-
mally calibrating the model parameters to fulfill user defined performance
criteria.
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1

Introduction

1.1 Motivation

In the modern era, the scientific computing has played a large role in natural
sciences and engineering disciplines. The scientific computing based on
mathematical models is an essential tool for engineers and scientists to
analyze, design and control technical processes. The mathematical models
appear in many forms, such as dynamical systems, statistical models, game
theoretic models, etc. The model types are chosen based on the behavior of
the processes and the task to be accomplished.

Many industrial and environmental processes have spatio-temporal
interrelations, as their process variables vary both temporally and spatially.
Such systems are known as spatially distributed parameter systems (DPSs).
Modeling of DPS is essential for process control, prediction and analysis
[Li11]. Many DPSs, such as thermal process, fluid process and transport-
reaction process, can be described mathematically with Partial Differential
Equations (PDEs). In practice, modeling a real-world process often leads to
nonlinear coupled PDEs. Because analytical solutions often are not readily
available for such models, the mathematical model is translated into a
numerical model as a computer code for simulations. Modeling and sim-
ulation (M&S) are important topics in the advanced scientific computing
currently. A computational model can be applied to gain knowledge about
the process, which then can be used to improve the analysis, design and
control such process.

1



1 Introduction

However, the two following issues are usually encountered when applying
the computational model.

1. All models are imperfect abstractions of reality. In real-world
process, uncertainties are inherent and arise from various factors.
These imperfections that are unaccounted in the modeling leads
to an uncertainty in predicted values and in discrepancies between
the solution of physics-based models and the results empirically
determined from the real processes.

2. Most models, especially those based on nonlinear coupled PDEs
considered in this thesis, are often highly complex. The physical
manifestations of such systems are difficult, since establishing the
relation between inputs, outputs and parameters are not straightfor-
ward. The lack of deep understanding of the process also reduces the
effectiveness of the model used to design and optimize the control
strategies of the process.

The two aforementioned issues have to be taken into account. In order to
apply a computer simulation to investigate various aspects of the process
efficiently. In practice, these two issues are treated rather based on the
experience, training and knowledge of the model user.

Hence, the purpose of this work is to elucidate a systematic approach that
allows one to gain an understanding of the behavior of nonlinear distributed
parameter system and reducing the discrepancy between the computational
model predictions and the measurements acquired from the real process.

1.2 Related work

Since M&S are broadly utilized in natural sciences and engineering dis-
ciplines, numerous approaches have been proposed in various scientific
communities to handle the two mentioned problems.

Aiming at the knowledge gain as the main objective, the exploitation
of M&S to obtain the knowledge about the process can be schematically
pictured as shown in figure 1.1.

2



1.2 Related work

Process

Measurements

Data

Optimization and

Control strategies

Abstracting Knowledge
(Model structure,

Parameters)
Model

Numerical
Model

Quantity
of interest

Identification Analysis

Filtering,
Feature Extracting

Figure 1.1: Schematic of the application of the modeling and simulation to
harvest the knowledge

In general, engineers and scientists have some empirical knowledge about
the process, which usually appear in form of mathematical equations,
empirical assumptions, or certain ranges of parameter values. These empiri-
cal knowledge is used to establish a computational model. The knowledge is
normally acquired through operational experience, process observation and
repeated measurements. The approaches, which the model user employs to
gain the new knowledge and deal with the two mentioned problems are the
following: First, analyzing the system via computer simulation provides a
system behavior insights, which facilitates the understanding of the system.
Second, identification through observations and measurements can also
provide insights of the system.

In the following section, the overview of related topics relevant to the
thesis according to these two issues is briefly discussed.

1.2.1 System identification

Verification and Validation in scientific computing

The scope of modeling and simulation (M&S) can be divided into three ma-
jor components, namely the modeling, the numerical and the measurement

3



1 Introduction

data components. The relationship between these three components and
the role of the Verification and Validation (V&V) is presented in figure 1.2.

Analysis

Computer
Simulation

Programming

REALITY

COMPUTERIZED
MODEL

CONCEPTUAL
MODEL

Model
Verification

Model
Qualification

Model
Validation

Figure 1.2: Phases of modeling and simulation and the role of verification
and validation [Sch79]

Verification and Validation (V&V) are the primary processes for assessing
the accuracy and the credibility of computational results. In the context
of scientific computer simulation, verification of a model is the process
that approve the correctness of implementation based on the conceptual
model. While the validation is the process of assessing the credibility of
mathematical model based on comparisons between computational results
and experimental data. The validation is also used to determine the validity
range of the model.

V&V are important approaches to check the agreement between the model
predictions and the experimental data. The Verification and Validation
(V&V) could be considered as the closest idea to the framework proposed in
this thesis. The main objective of V&V is rather the approving of the correct-
ness of the implemented model and conceptual model, it does not aim to
obtain knowledge about the system. More details about the verification and
validation can be found in [Obe98b, Obe98a, Obe10, Roy11, Roa97].

Parameter estimation

The discrepancy between the model prediction and the perfect measure-
ment can be solved by determining the model parameter values, which allow
the predicted result from computational model to be close to the real-world
measured data. In the scope of mathematical modeling, this procedure is
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known as the parameter estimation problem or sometimes referred as the
parameter calibration problem. The parameter calibration is one of the
selected approaches applied in this thesis and therefore is essential topics
which is discussed more in detail in the chapter 5.

1.2.2 System analysis

Computer Experiment

One of the simplest ways to study the system can be done by computing
the model at some specific deterministic parameters. This procedure, also
known as a computer experiment, is widely employed in engineering and
natural sciences. A computer experiment serves the model user to analyze
the system based on the model responses with various parameters. The
set of deterministic parameters can be chosen arbitrarily by the users to
investigate the model response according to the change of these parameters.
In some cases, the set of deterministic parameters are systematically deter-
mined with the optimal designs approach, which is considered to be a class
of design of experiment (DOE) approaches. The optimal design constructs
the set of parameters to provide optimal properties in some senses. The
details about design of experiment for computer simulation can be found
in [San13] and [Puk93]

Sensitivity Analysis

The problem setting in the experimental design is very similar to that in the
field of sensitivity analysis. In both disciplines, one tries to obtain informa-
tion from the system with a minimum of physical or numerical experiments.
The term sensitivity analysis, however, has different connotations in various
scientific communities. The objective of sensitivity analysis can be viewed
as quantifying the “relative” contributions from individual parameters and
determining how variations in these parameters affect the system responses.
In the course of the computer simulation, which is the scope of this
thesis, the sensitivity analysis is also used to gain the information about the
intrinsic relationships in the model. Sensitivity analysis is one of the main
topics in this thesis, therefore, the state-of-the-art pertain to this topic will
be discussed more in detail in the chapter 4.
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Simulation under the influence of uncertainties

Another topic that is closely related to sensitivity analysis is the uncertainty
propagation in the model. As mentioned before, all models are only im-
perfect abstractions of reality. Significant uncertainties are inherent in
real systems and consist in the model. Uncertainties can arise from many
sources. They can be addressed in three groups according to the three
components in the modeling and simulation: (a) the incomplete know-
ledge for constructing the conceptual modeling including the simplification
assumptions for mathematical models, (b) the numerical errors in the com-
putational model and (c) the inherent noise in the measurement data. By
simulating under the influence of the uncertainties, these uncertainties are
propagated as variation in the simulation results.

A sensitivity analysis aims to identify which factors, i.e. variables or
parameters, make significant impact on the system response, while the
uncertainty propagation tries to describe the entire set of possible outcomes,
together with their associated probabilities of occurrence. In many publica-
tions, the propagation of uncertainty can be found under other terms, such
as uncertainty analysis or uncertainty quantification. There is no precise
definition for this terminology. In this thesis, the term uncertainty propaga-
tion is used in this context and the term Uncertainty Quantification (UQ)
is defined according to [Smi13] as the science of identifying, quantifying
and reducing uncertainties associated with models, numerical algorithms,
experiments and predicted quantities of interest.

Quantifying uncertainty is attaching a measure to the uncertainties
[Mat07]. This can be accomplished by representing the uncertainties using
appropriate mathematical formulations. For example the evidence theory
[Obe05], the worst-case scenarios [DC95, Han92], the method based on
fuzzy set theory [Eli00] and the probabilistic theory. Expressing the un-
certainties with a probabilistic description seems to be mostly adopted in
practice, because it offers most information compared to others [Mat07].
The stochastic approach of uncertainty modeling is achieved by represent-
ing uncertainties in the models as random variables, stochastic processes
or random fields.
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1.3 Contributions

For most real world applications, the model users have some background
knowledge about the considered system. Such available background know-
ledge should be exploited, in order to to improve understanding of the
system behavior and reduce the discrepancy between the computational
model prediction and the measurement of the real processes.

Process
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Data
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(Model structure,

Parameters)
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Numerical
Model
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Uncertainties

System Analysis
& Identification

with UQ
Filtering,
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Figure 1.3: Schematic of the framework for analysis and identification using
Bayesian uncertainty quantification

The available knowledge can be exploited by using Bayesian formalism
to interpret the incomplete knowledge in form of uncertainties. In the
Bayesian sense, the probability is used to express the subject’s ignorance,
the incomplete knowledge can be represented in form of epistemic uncer-
tainties, which can be described by the random variables in the stochas-
tic approach. Then the uncertainties can be quantified by using various
probabilistic Uncertainty Quantification (UQ) approaches to improve the
knowledge. These procedures are combined in the form of a framework as
shown in figure 1.3.
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This thesis presents the framework for analysis and identification nonlinear
DPS using Bayesian UQ approach as a main contribution. The frame-
work is devised for the DPSs. In case of DPSs the uncertainties can be
modeled in form of stochastic process or random field. Solving the problem
of DPSs required an appropriate discretization methods, which are dis-
cussed in this thesis as well.

The appropriate UQ approaches are selected and combined systemati-
cally in order to analyze and identify systems. By applying the UQ to the
nonlinear DPSs, many issues have to be considered and resolved. The
main challenge of applying the UQ to the DPSs is the computational effort.
Simulations under influence of uncertainty parameters or solving the in-
verse problem for parameter calibration often require numerous simulation
evaluations. For such cases of computationally intensive models, a single
simulation can take many minutes, hours or even days to complete. Many
mathematical approaches, e.g. Model Order Reduction, surrogate model,
have been proposed to reduce the computational effort. In the last decade,
the spectral method, such as the generalized Polynomial Chaos (gPC), has
been proposed as an efficient methodology for UQ. As the UQ approaches
applied in this thesis work with the gPC effectively as it will be demonstrated
throughout the thesis, the gPC is extensively applied in this thesis to solve
the computational issue.

In conclusion, the framework for analysis and identification using Bayesian
UQ has a following overview.

• The background knowledge of model users is exploited by formulating
the incomplete knowledge in form of the uncertainties in the model
parameter in the Bayesian sense.

• The uncertain parameters are described as random variables, whose
probability distribution functions can be derived by the maximum
entropy principle. In case of DPSs the uncertainties can be described
by random fields.

• The randomness of parameters leads to the Initial-Boundary Value
Problem (IBVP) with random variables. The IBVP is solved by means
of appropriate discretization methods.

• Because solving IBVP with random variables requires normally heav-
ily computational effort, the generalized Polynomial Chaos (gPC) is
applied to solve the problem.
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• The coefficients of the gPC are computed by the non-intrusive spec-
tral projection method (NISP). The problem of multidimensional
integration is solved by means of the sparse grid cubatures.

• The combination of UQ methods such as the uncertainty propagation
and the sensitivity analysis can support the understanding of systems
via the use of gPC.

• The gPC-approximation is exploited in the parameter calibration
problem by using the gPC as a surrogate model for the forward model
in inverse problems.

• The Polynomial Chaos approach is applied to a linear Bayesian filter,
which results in an efficient filter to estimate the parameters or the
states of the system.

• All procedures collaborate in the closed loop to improve knowledge
about the system in order to overcome the two aforementioned diffi-
culties.

In the course of this thesis, the software package for the framework is deve-
loped. The software offers the gPC computation for three UQ approaches,
namely the uncertainty propagation, sensitivity analysis and the Bayesian
parameter calibration. The software allows different visualization tools for
the model user to support understanding the system behavior. This software
is also considered as one of the contributions of the thesis.

The other contribution of the thesis is the application of the framework
to a real industrial system. The proposed framework is applied to an indus-
trial glass forming process to analyze the model and calibrate the model
parameters.

Publications

In the course of the thesis, the work resulted in several publications. A
first sensitivity analysis study of the glass forming process model is con-
ducted and published in [Ja11]. The sensitivity is calculated by means of
local perturbations with the finite difference approximation. The statistical
inverse problem formulation for the distributed parameter systems is in-
vestigated and reported in [Ja12]. The inverse uncertainty quantification is
applied to the glass forming process model to estimate the model parame-
ters in [Ja13a]. The application of the generalized polynomial chaos (gPC) to

9



1 Introduction

UQ in a distributed parameter systems is investigated and studied in[Ja14].
The development of the 3D glass forming process model is presented in
[Ja15b, Ja13b]. The framework concept for analysis and identification non-
linear DPS using gPC and its application to the glass forming process model
is presented in [Ja15a].

1.4 Thesis organization

The thesis comprises seven chapters. After the introduction in this chapter,
the framework of analyzing and identification, which is the main contribu-
tion of the thesis, is proposed in chapter 2. It begins with the mathematical
description of DPS and the modeling of uncertainties in DPS. The discretiza-
tion methods, which are required to solve a system of PDEs with random
variables, are then explained. Finally, the procedure of the framework of
analyzing and identification DPS with probabilistic UQ is proposed at the
end of the chapter.

The generalized polynomial chaos (gPC), which is the main mathematical
tool in this thesis, is discussed in chapter 3. The theoretical fundamentals
of the gPC are explained in the beginning of the chapter. The computational
methods needed for the uncertainty quantification with gPC are discussed
next. The software developed in the course of the thesis for the gPC com-
putation is then presented. The chapter ends with a numerical example of
uncertainty propagation with gPC compared with a conventional approach
as sampling-based method.

The other main UQ approach applied in this thesis, sensitivity analy-
sis (SA), is discussed in chapter 4. The chapter gives a brief introduction
of methods in sensitivity analysis, which can be classified in two groups,
namely a local and global sensitivity analysis. The challenges of the sensi-
tivity analysis computation for DPSs are discussed and their solutions with
gPC are also proposed with numerical examples of sensitivity analysis.

Chapter 5 present an approach for Bayesian parameter calibration. The
Bayesian statistic formulation of an inverse problem and the typical batch
determination of the posterior PDF are discussed at the beginning of the
chapter. Then, the Bayesian updating by means of polynomial chaos ex-
pansion (PCE) is proposed next. The exploitation of the gPC as a surrogate
model is then discussed. Finally, all parameter calibration approaches dis-
cussed in the chapter are demonstrated by means of a numerical example.
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The application of the framework proposed in this thesis to the glass forming
process model is presented in chapter 6. The chapter begin with elaborating
the mathematical model of the glass forming model. Then the framework
is applied to the 1D and 2D model to analyze the system and calibrate
the model parameters with the approaches proposed in previous chapters.
Chapter 7 concludes the work and addresses some open issues for further
research.
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2

Comprehensive Framework for

Analyzing and Identification

with UncertaintyQuantification

In this chapter the comprehensive framework for analyzing and identifica-
tion of distributed parameter systems (DPS) with Bayesian UQ is proposed,
which is the main contribution of this thesis. The mathematical model
of DPS and the modeling of uncertainties in DPS are described first. The
modeling of uncertainties in DPS with Bayesian approach establishes a
system of PDEs with random variables. In general, solving such systems is
achieved by discretization methods, which are explained next. The proce-
dure of the framework of analyzing and identification of DPS with proba-
bilistic UQ is proposed at the end of the chapter.

2.1 Modeling of uncertainties in distributed

parameter systems (DPSs)

Uncertainties are commonly present in modeling. The word uncertainty is
widely used in many contexts from science and engineering to policy and
management. Each field has its own definition and typology of uncertainties
based on its purposes. In this thesis only the uncertainty in distributed
parameter systems (DPSs) is focused.
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In this section the different types of uncertainties regarding to the inter-
pretations of probabilities in the modeling will be pointed out. This leads
to the definition of the uncertainty used in the course of this thesis. The
mathematical formulation of DPS and all possible sources of uncertainties
in the DPS are assorted and discussed. The uncertainties in the model are
casted as random variables (RV), stochastic processes, or random fields,
which are described next. The methods for the assigning the probability
density functions of RVs are explained at the end of the section.

2.1.1 Aleatory vs. epistemic uncertainties

Depending on the different interpretation of probabilities between the
frequentist and the Bayesian, the probability of the random outcome can be
interpreted either as its long-run frequency of occurrence or as a measure of
its subjective uncertainty. Because of this difference, the uncertainty is cate-
gorized into the aleatoric and epistemic uncertainty in the UQ community.
Aleatoric uncertainty, also called irreducible uncertainty, is uncertainty due
to inherent variation or randomness. Epistemic uncertainty arises due to an
incomplete knowledge on the part of the analyst conducting the modeling
and simulation.

This separation of both uncertainties comes from the Bayesian versus
frequentist view of probability [Jay03]. In the frequentistic framework, only
quantities with aleatoric uncertainty may be represented by random vari-
ables. The pobability distribution function of random variables can be
constructed from their observed inherent variability. Contrarily, there is
no fundamental theory for assigning PDEs for quantities with epistemic
uncertainty from the frequentist viewpoint [Naj09].

This difficulty does not arise in the Bayesian viewpoint, in which probabi-
lity is naturally the degree of belief in a proposition, and it is not necessary
to be derived from sampling or observation [Naj09]. In the Bayesian frame-
work, the probability is used to express the subject’s ignorance, or a lack of
information. In principle, both epistemic and aleatoric uncertainties can be
treated using probability theory in the Bayesian framework.

The separation of both uncertainties is, however, still useful in the sense
to identify, which uncertainties can be reduced or not. Uncertainties are
characterized as epistemic, if the “modeler” sees a possibility to reduce
them, and as aleatoric, if they are not reducible. This is also important
for the sake of transparency in decision making [Kiu09]. As it is based on
the knowledge of the modeler to foresee the possibility of reducing the
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uncertainties, it means that under the Bayesian framework the separation
of both uncertainties is abstract and depends on the modeler’s available
information or knowledge.

In conclusion, using the representation of probability within the Bayesian
framework, probability is used to express subject’s ignorance, or a lack of
information of model user.

2.1.2 Modeling of knowledge

As stated that the uncertainty depends on the modeler’s knowledge, the
knowledge is however a very broad term and there are also numerous defi-
nitions of knowledge in different branches.

In the scope of science considered in this thesis, knowledge is for example,
the acknowledgment of the physical laws, empirical assumptions, the un-
derstanding of the intrinsic relationship between model parameters of the
process, the statement of the model parameter and the prior measurement.

Such knowledge can be in an exact form of equations or deterministic
values, or in a vague form of inequations, intervals or statistic values like
means, variances, moments or a probability distribution function. This
knowledge normally comes from the expert’s experiences, observations
of the process and measurements. The vague form or the statistic values
can be expressed as the subject’s ignorance, or lack of information, which
represents the epistemic uncertainty. This means that the uncertainty is
linked to the knowledge of model user under the Bayesian framework.

Representing the uncertainty with the probability under Bayesian frame-
work as the subject’s ignorance is presented in literature for some appli-
cations, e.g. [Bey99] for metrology, [Rus03] for artificial intelligence and
[Wal03] for decision making. In this thesis, this representation is applied to
system analysis and identification of DPS systems.
Based on the definition of uncertainty in [Bey99] and [Wal03], the uncer-
tainty in the context of this thesis should be defined as:

“Any deviation between the present knowledge (of the modeler) and
the unachievable ideal of completely deterministic knowledge of the
relevant system”.

15



2 Comprehensive Framework for Analyzing and Identification with UQ

2.1.3 Uncertainties in DPS

A distributed parameter system (DPS) is a system, whose spatio-temporal
variability plays an important role. Such systems are common in many
engineering branches e.g. biotechnology, chemical engineering or advanced
process manufacturing. This spatio-temporal variability is essential for
analysis and control of the processes. Conventionally, modeling of DPS
relies on the assumption of the complete knowledge of the system, i.e. the
equation of the system, material characteristics, and the interaction at the
boundary are entirely known. This results in deterministic models, which
are employed widely in engineering and sciences and discussed in following.

Mathematical description of DPS

Many physical phenomena can be described with the relation between
some continuously varying quantities and their rates of change in some
independent variables. This relation can be mathematically formulated in
form of differential equations. If there is only a single independent vari-
able and its derivatives in the differential equation, the equation will be
called ordinary differential equation (ODE). On the other hand, equations
involving an unknown function of several independent variables and their
partial derivatives with respect to those variables, this is termed as partial
differential equation (PDE).

In most engineering systems the independent variables are normally time
and space coordinate. Mathematically, the distributed parameter system
(DPS) is the system, whose physical quantities rely on the space coordinate.
The physical quantity x, considered as system state, is determined as a
function x(r ,t) : G×T → X with G ⊆R

3,T ⊆ [0,∞),X ⊆R of time t ∈ T
and spatial coordinate r = [x,y,z]T ∈G. A partial differential equation (PDE)
for the function x(r ,t ) is an equation of the form

F
(

x(r ,t ),s(r ,t ),
∂x(r ,t )

∂t
, . . . ,

∂k x(r ,t )

∂t k
,∇x(r ,t ), . . . ,∇ j x(r ,t )

)
= 0, (2.1)

where F (·) is the function relating the state x(r ,t ) and its derivatives. ∇ j =
∂ j

∂x j + ∂ j

∂y j + ∂ j

∂z j denotes a derivative respect to space coordinate and s(r ,t)

denotes inhomogeneous term. Additional conditions for the PDE are gener-
ally required in order to be solved for a physical system. Based on physical
systems, the additional condition can be usually classified in two types
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relating to the independent variable, namely the initial condition relating
to time and the boundary condition relating to space. The initial condition
(IC) can be formulated in general form

∂i

∂t i
x(r ,t = 0) = gi (r ), for i = 0, . . . ,k −1. (2.2)

The functions gi (r ) describe the relation of the state x(r ,t ) for all spatial
coordinate r ∈ [x,y,z]T at the initial time (t = 0).

The interaction between the system and the environment is formulated
in form of the boundary conditions (BC). There are many types of BC, of
which only two most relevant BCs are considered in this thesis. These are

Dirichlet type x
(
r ∈ ∂GD ,t

)= bD (t ), (2.3a)

Neumann type n ·∇x
(
r ∈ ∂GN ,t

)=−bN (t ). (2.3b)

The functions bD (t) and bN (t) describe the relation of the state x(r ,t) at
boundary’s spatial coordinates r ∈ ∂G for all time t .

The PDE (Eq. (2.1)), ICs (Eq. (2.2)), and BCs (Eq. (2.3)) establish an initial-
boundary value problem (IBVP), which is used as a mathematical model
to describe physical phenomena of DPS in engineering and sciences. All the
parameters in these equations are collected in the parameter vector q .

Defining an operator Ms (·) containing the PDE, IC and BCs, the dis-
tributed properties and dynamic behaviors of the DPS is the solution of
system equation

Ms
(
x(r ,t ),q

)= 0. (2.4)

From the system theory point of view only some values can be observed
in principle, e.g. sensor measurements at some points and some sampled
moments in time. These observed values are defined as the system response
or system output. The mathematical interpretation of the system response
is an operator on the system state and on the measurement noise w as

y =Mm (x(r ,t ),w) . (2.5)
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Convection-diffusion system

The framework presented in this thesis can be applied to general space-
time continuous systems, namely to initial-boundary value problems in the
mathematical sense. Regarding the application problem discussed in chap-
ter 6, a convection-diffusion system is explicitly discussed in this thesis. The
convection-diffusion system describes physical phenomena where physical
quantities are transferred inside a physical system due to the diffusion and
convection process. The system occurs in many application in engineering
and science. This system is derived normally from the conservation laws
of a particular measurable physical quantities. The convection-diffusion
system usually contains first-order partial derivatives with respect to time
and maximal second-order with respect to space. The convection-diffusion
system has a general form in spatial description as

∂

∂t
x(r ,t ) =∇· (ν∇x(r ,t ))−∇· (v x(r ,t ))+ s (x(r ,t )) , (2.6)

where

• x is the physical quantity,

• ν is the diffusion coefficient or heat conductivity,

• v = [vx vy vz ]T is the velocity ,

• s describes the source of the quantity x .

Depending on the physical quantity x, the convection-diffusion equation
(2.6) coins out many well known equations. The principle of conserva-
tion of mass results in the continuity equation. In case of x = ρvx , ρvy or
ρvz , where ρ denotes the density of fluid, these are the principles of bal-
ance of linear momentum which leads to the Navier-Stokes equation. By
using the relation in the thermodynamics, the conservation of the energy
results a heat transfer equation, which is broadly applied in engineering
and sciences.

Sources of uncertainty in DPS

However, achieving the complete knowledge about the system is very dif-
ficult or even impossible in most modeling cases. Moreover, all systems
possess inherent variations or randomness in the nature. Regarding the
mathematical description of DPS discussed previously, the uncertainties in
DPS in this thesis are categorized by sources as follows:

18



2.1 Modeling of uncertainties in DPSs

• Uncertainties in the model structure
A model is an abstraction of the system of interest. Partial differential
equations (2.1) contain some necessary assumptions. In addition,
in order to keep the model computable, many simplifications like
linearization of nonlinear models are necessary. Sometimes the sys-
tem of interest is so complex that no exact structure for a model is
available. Therefore, the model structure uncertainty always exists,
even if all parameters in the model are exactly known. This model
structure uncertainty is related to the function F in equation (2.1)
and can be modeled as the systematic measurement error in eq. (2.5).

• Boundary and Initial condition uncertainties
The system of interest has to be separated from its environment. The
identification of the system boundaries is not a simple task in general.
Interaction between the external excitations and the system state at
the boundary is often neglected. Both, the system boundary in the
spatial and in the time domain and the initial state of the model are
difficult to measure or determine exactly. This leads to the uncertainty
in the boundary condition eq. (2.2) and the initial condition eq. (2.3).

• Algorithmic uncertainties
The IBVP is usually solved with numerical methods such as Finite Dif-
ference Method (FDM) or Finite Element Method (FEM) implemented
in a computer. Due to numerical approximations and round-off
errors, the solution of the model may have discrepancies from the true
values. Moreover, the computational code should be algorithmically
verified, whether the numerical model corresponds to the underlying
mathematical model. The numerical analysis theory can be applied
to quantify the inherent numerical errors of the computational model
due to the approximation. It is important to distinguish between
uncertainty in the modeling and numerical errors in the computation.
The code verification and the assessment of the numerical errors are
important but outside the scope of this thesis. Therefore, in this thesis,
it is assumed that the numerical model of the considered system
provides no numerical errors. For more detail about the numerical
uncertainty and model verification, the reader can see the [Roa97],
[Obe98a] and the reference therein.
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• Measurement inaccuracies
It is known that measurement errors are always present in measure-
ments. There are two types of measurement errors, the systematic
errors and random errors. The expression and quantification of
measurement uncertainties are standardized and can be founded
in numerous metrology literature. The classical statistics is a relevant
mathematics tool to express the measurement uncertainties. The
fundamentals about the measurement uncertainties can be found in
[Pes03]. Regarding the mathematical model used in this thesis, the
measurement uncertainties can be integrated in the model output
equation (2.5) as noise model.

• Parameter uncertainties
The parameter vector q in the equation (2.4) determines the behavior
of the state and the model outputs. Often it is difficult to determine the
exact values of these parameters, especially in distributed parameter
system, where the parameters could be inhomogeneous in the spatial
domain G.

Although they are many kinds of uncertainties arising in the modeling and
simulation of DPSs, all uncertainties discussed above can be parametrized
and interpreted in form of parameter uncertainties in general [Naj09]. There-
fore, only the parameter uncertainties are concerned through the thesis.

2.1.4 Probabilistic description of parameter
uncertainties in DPS

Parameters in the parameter vector q could possess uncertainties resulted
by the ignorance or a lack of information. Using the representation of proba-
bility with in the Bayesian formalism, the parameter with uncertainties can
be represented by vector of random variables (RVs) Q(ω). The definition of
RV can be found in the appendix of the thesis.

In the systems considered in science and engineering, the variables are
normally functions of space and/or time. In order to quantify the uncer-
tainty of the system with the probabilistic approach, a representation of the
randomness as function of space and/or time is necessary. Mathematical
models describing this are stochastic process or stochastic field. These terms
are also equivalent to the terms random process or random field respectively.

The stochastic process and random field can be seen as the extension
of the notion of random variable and random vector that incorporate a
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dependence on time or/and space coordinates. Matthies [Mat07] proposed
a representation of the stochastic process in the context of functional analy-
sis. There, the random vector defined by the R

d -valued RV, which is the
mapping X : (Ω) →R

d , can be generalized to the V−valued random vari-
able, denoted by XV . (see definition in appendix A)

The space of all V-valued RVs can be considered as linear combinations
of elements X (ω)v , where X (ω) is real-valued RV, and v ∈V . In other words,
the V-valued RVs are elements of tensor product L2(Ω)⊗V , where L2(Ω) is
the space of real-valued random variables.

Considering the vector space V as a space of functions F (T ) on the
interval T , the F (T )-valued random variable XF (T ) is a function X : T ×
Ω → F (T ) with argument -time- t ∈ T and -event- ω ∈ Ω. The function
X (t ;ω) ∈L2(ω)⊗F (T ) is then called a stochastic process.

The stochastic process can be treated as functions of one determinis-
tic argument (in most cases regarded as time) whose values are random
variables. The description of random fields X (r ;ω), where the random vari-
able is assigned to each point r ∈ G in the spatial domain G, is similar to
the context of stochastic processes. The concept of stochastic processes
should be generalized so that the underlying argument can be multidimen-
sional vectors or points on a manifold. Instead of one-dimensional interval
T , the multidimensional domain like spatial domain G can be also consi-
dered. In case that the space V is a space of functions F (G), the function
X (r ;ω) ∈L2(ω)⊗F (G) :G×Ω→F (G) is termed as a random field.

There are apparent differences between a stochastic process and a ran-
dom field. The stochastic process possesses the causality property result-
ing from the oriented nature of time, whereas the random field does not.
However this difference will not be considered in this thesis, and the term
random field will be applied through the thesis.

The formulation of the stochastic spectral approach utilizes the prop-
erties of the Hilbert space to develop an approximation. In order to use
the stochastic spectral method, the random variables must have a finite
variance. Therefore, in the thesis all the stochastic quantities considered
are in L2. More information about probability theory, the notation and the
definition used in this thesis can be found in the appendix.

2.1.5 Assigning probability distribution functions

Determining the uncertainties as RV means that some probability distribu-
tions have to be assigned to the Q (ω). The probability density function (pdf)
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should reflect the state of knowledge about the uncertain parameters. In
case of a random field, one has to discretize the random field into a random
vector by separating between the stochastic space and/or spatial space or
time space (see section 2.2.3).

There are several principles to derive a pdf from the available informa-
tion. The methods can be found in Bayesian statistic literature under the
topic of assigning the prior distribution e.g. [vdL14, Gel14]. The established
methods are, for example the transformation invariance principle, the refer-
ence a prior [Ber79] or the maximum entropy principle [Jay57, Jay68]. The
Maximum Entropy Principle is considered as an efficient method allowing to
construct probability distributions from available information. In the deve-
loped framework in this thesis the background knowledge is exploited using
the Maximum Entropy Principle to determine the pdfs or RVs. The reader
is referred to [Jay68, vdL14, Gel14] for more information about assigning
probability distributions.

Maximum Entropy Principle

The Maximum Entropy Principle (MaxEnt) [Jay57, Jay68] is a rule for con-
verting a certain type of information, called testable information, to a prob-
ability distribution function. The available knowledge is called testable
information, if it is possible to verify whether the derived probability dis-
tribution fulfills the constraint by the information or not. Throughout this
thesis, testable information shall be always assumed, as it should not be
a significant limitation for available knowledge in practice [Bey99]. The
principle allows an objective representation of available testable informa-
tion based on representing the remaining ignorance with least bias in the
context of statistical inference.

The Maximum Entropy Principle is as follows: Given some partial infor-
mation about the random variable, the probability distribution for the RV is
chosen, so that it is consistent with the given information, but has otherwise
the largest entropy.

The entropy of information of a continuous random variable ξ, is referred
to as differential entropy, is defined by

h(ξ) =−
+∞∫

−∞
p(ξ) log(p(ξ))dξ. (2.7)
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2.1 Modeling of uncertainties in DPSs

The pdf can be obtained by solving the optimization problem

p(ξ) = argmax
p∈Cp

h(ξ), (2.8)

where Cp is the admissible set of all pdfs satisfying the constraints defined
by the available information. The construction of pdfs for random fields or
stochastic processes using the Maximum Entropy Principle is discussed in
[Soi08]. In the paper, the MaxEnt optimization problem (2.8) is solved by the
Lagrange multiplier associated with the constraints. In general, engineers
or scientists possess typical information such as the interval, the mean or
the standard deviation. For most typical information found in engineering,
the maximum entropy pdfs of RVs are the following:

• If nothing is known besides the mean μ and the standard deviation σ,
the distribution of RV is normal N (μ,σ2).

pξ(ξ|μ,σ) = 1

σ
�

2π
exp

(
− (ξ−μ)2

2σ2

)

• If the interval of the RV [a,b] is known, the uniform distribution on
the interval [a,b] is the maximum entropy distribution among all
continuous distributions supported in the interval [a,b]

pξ(ξ|a,b) =
{

1
b−a , for a < ξ< b,

0, otherwise

• If the mean value of parameter is known and the parameter is positive.
The exponential distribution

pξ(ξ|μ> 0) =
{

1
μ exp(−ξμ ), for ξ≥ 0

0, for ξ< 0

is the distribution with the maximum entropy among all continuous
distributions with support [0,∞) that have a specified mean of μ.

Applications of MaxEnt can be found in many fields e.g. thermodynamics,
statistic mechanics, signal processing, and pattern recognition. Further
elaborate information and pdfs regarding to other applications can be found
in [Kap93].
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2 Comprehensive Framework for Analyzing and Identification with UQ

2.2 Partial differential equations with random

variables and its discretizations

Considering a distributed parameter system with the model Ms
(
x(r ,t ), q

)
as mentioned in the section 2.1.3, where x(r ,t) is the state of the system
at the spatial coordinate r at time t and q is vector of parameters of the
model. As discussed in the last section the knowledge about the model of
the user can be transformed into uncertainties of the model. The uncertain-
ties of the model are described by representing the vector parameter q as
random variable or random field, whose joint probability density p(q) can
be determined by the MaxEnt. The randomness of the parameters leads
to a PDE with random variables. It is noted that a PDE with RVs is not the
same as a stochastic differential equation. In many papers, these terms are
sometimes treated as synonymous, although in fact they require different
mathematical techniques to solve.

A stochastic differential equation (SDE) is an equation, which possesses
stochastic differential terms. The solution of a SDE is a stochastic process
and exhibits non-differentiable sample paths. Therefore, these equations
require the Ito or Stratonovic calculus to solve [Smi13]. An example for SDE
is the Langevin Equation. It is noted that SDEs are out of scope of this thesis
and therefore are not further discussed. For further details about SDEs, the
interested reader is referred to [Gar88] and [Klo92].

In contrast concerning PDEs with RVs, the randomness is manifested in
the parameters which are continuous with respect to time and space. For
each realization of ω ∈Ω, a random differential equation is analyzed and
solved by using the theory of standard differential equations. The solutions
of the partial differential equation with random variables are therefore
collections of the smooth sample paths of all realizations. Only PDEs with
RVs are considered in the course of this thesis.

The probabilistic UQ of DPS needs the computation of the PDE for all
realizations. Because there are no readily available solution for such PDEs
in general, the PDEs are usually solved by numerical methods, which solve
the PDE as finite dimensional problems. The approximation methods from
infinite-dimension to finite-dimension for spatial, time and stochastic space
are discussed in this section.
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2.2 PDEs with random variables and its discretizations

2.2.1 Deterministic spatial discretization

The initial-boundary value problem (IBVP) is usually only in some cases
analytically solvable. The IBVP is practically approximated from the infinite-
dimensional problem to a finite dimensional problem. This approximation
is usually applied in spatial domain and can be accomplished by trans-
forming the PDE and the boundary conditions into a system of ordinary
differential equations (ODEs). An overview of important spatial discretiza-
tion methods can be founded in [Li11].

As shown in figure 2.1 the spatial discretization methods can be classified
in two groups.

Infinite Operator in time and space domain (PDE)

Weighted Residual Method

Global Basis Function

Spectral Method

• Fourier Series
• Eigenfunction
• Orthogonal Polynomial

→ N small, dense Matrix

Finite Difference Method

Spatial Discretization

to Finite Operator

Figure 2.1: Classification of discretization methods to approximate a PDE
into system of ODEs

• Finite Difference Method (FDM): this method is an approximation
of the differential operator in the PDE by difference operator as

∂x

∂r
≈ Δx

Δr
. (2.9)

This approximation term can be a forward, a backward or a central
difference often derived from a Taylor expansion.

• Weighted Residual Method (WRM): It is known that a continuous
function can be represented as infinite series, e.g. Fourier expansion.
Based on this principle, the spatial continuous solution of IBVP at any
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• Low order piecewise Polynomial
• Spline
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2 Comprehensive Framework for Analyzing and Identification with UQ

time t can be expanded by a set of spatial basis functions
{
φi (r )

}∞
i=1

[Li11] as

x(r ,t ) =
∞∑

i=1
xi (t )φi (r ). (2.10)

From this infinite series the solution of IBVP can be approximated in
finite dimension by truncating the infinite series at Ns

x(r ,t ) ≈ x̂(r ,t ) =
Ns∑

i=1
xi (t )φi (r ) :=φ (r ) ·x(t ), (2.11)

where φ (r ) = [φ1(r ), . . . ,φNs (r )
]T denotes the vector of shape func-

tions and x = [
x1(t ), . . . ,xNs (t )

]T represents corresponding coeffi-
cients. Let the solutions x(r ,t ) belong to an appropriate deterministic

space V and V Ns = span
{
φi
}Ns

i=1 ⊂V . The finite solution x̂(r ,t ) is the
approximation of the solution x(r ,t ) on the subspace V Ns .

This approximation has a residual between the exact solution and the
approximation as:

e =F
(
x̂(r ,t )|q) (2.12)

The philosophy of the WRM is based on obtaining the approximate
solution which assumes the residual to be zero over the domain. This
can be achieved by introducing weighting functions, also called test

functions,
{
ϕ(r )

}Ns
i=1 so that the inner products vanish.〈

e|ϕi
〉= 0, for i = 1, . . . ,Ns (2.13)

This formulation is called weak formulation. The solution of the
weak formulation is also only an approximate solution with respect to
certain selected test functions.

This method is commonly employed and very efficient. Based on
the types of spatial basis functions, either local or global, WRM can
be classified in two groups namely the Finite Element Method and
Spectral Method. The Spectral Methods have advantageous error
properties with exponential convergence, if the solution is smooth.
Compared to the local basis functions, by which convergence rate
stays constant regardless of the function smoothness.
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2.2 PDEs with random variables and its discretizations

In both methods, proper spatial basis functions can be used to expand
the solution into finite series. The selection of the basis functions is a
critical point and has always an impact to the performance of solving
system.

It is noted that the FDM is based on an approximation of the derivative
operators of the PDE, while the WRM approximates the solution of the PDE.
However the FDM can be classified as a Finite Element Method approach,
in case that the spatial basis functions and the weighting functions are both
chosen as Dirac Delta functions [Li11].

Finite Element Method

The Finite Element Method (FEM) is a numerical technique to approximate
solutions of boundary value problems (BVPs). The FEM is also one of the
most applied methods to discretize the spatial domain of PDE. As mentioned
before, the FEM can be classified as a weighted residual method (WRM),
in which the spatial basis functions

{
φ(r )

}
are chosen to be local basis

functions. The spatial domain is discretized into many small sub-domains,
called finite elements, in general with the help of a low-order piecewise
polynomial function. But other local functions, e.g. wavelets [Ko95, Mah00]
or splines [Höl03], are also possible. It is also noted that wavelets can be
considered as global basis function as well.

In general in FEM, the test functions
{
ϕ(r )

}Ns
j=1 are often selected to be the

spatial basis functions
{
φ(r )

}Ns
i=1. The method using spatial basis functions

as test functions is known as Galerkin Method. The residual is orthogonal to
all test function in V Ns yielding∫

G

φ j (r )
(
F
(
x̂(r ,t )|q))dr = 0 for j = 1, . . . ,Ns (2.14)

As the residual is orthogonal to each basis function, therefore, the best

solution possible in the space V Ns = span
{
φ j
}Ns

j=1 ⊂V .

Spatial discretization of the diffusion-convection system

As an example for the FEM formulation the diffusion-convection system
of section (2.1.3) is presented and discussed in the following. The FEM
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formulation starts with the weak formulation of the diffusion-convection
system equation (2.6), it is∫

G

ϕ j (r )

(
∂

∂t
x̂(r ,t )−∇· (ν∇x̂(r ,t ))+∇· (v x̂(r ,t ))− s(r ,t )

)
dr = 0, (2.15)

for j = 1, . . . ,Ns . By means of the additive property the weighted integral
over the spatial domain G can be rewritten as follows:∫

G

ϕ j
∂x̂

∂t
dr −

∫
G

ϕ j (∇· (ν∇x̂))dr +
∫
G

ϕ j (∇· (v x̂))dr −
∫
G

ϕ j sdr = 0.

(2.16)

The integral of the diffusion term can be reformulated by using partial
integration.∫

G

ϕ j (∇· (ν∇x̂))dr =
∫
G

(∇· (ϕ jν∇x̂
))

dr −
∫
G

(∇ϕ j
) · (ν∇x̂)dr (2.17)

The integral term can further manipulated by using the Gauss’ divergence
theorem given as follows:∫

G

(∇· (ϕ jν∇x̂
))

dr =
∮
∂G

ϕ j nT ∇x̂︸ ︷︷ ︸
=:−bN (r ,t )

d A (2.18)

Using equations (2.17) and (2.18), the equation(2.16) can be rewritten as:∫
G

ϕ j
∂x̂

∂t
dr +

∫
G

(∇ϕ j
) · (ν∇x̂)dr +

∫
G

ϕ j (∇· (v x̂))dr

=
∫
G

ϕ j sdr −
∮
∂G

ϕ j bN d A (2.19)
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2.2 PDEs with random variables and its discretizations

Applying the Galerkin Method to equation (2.19) by substituting the test

functions
{
ϕ j (r )

}Ns
j=1 with the spatial basis functions

{
φ j (r )

}Ns
j=1 leads to:

∫
G

φ j
∂

∂t

Ns∑
i=1

xi (t )φi dr +
∫
G

(∇φ j
) ·
(
ν∇

Ns∑
i=1

xi (t )φi

)
dr

+
∫
G

φ j

(
∇·
(

v
Ns∑

i=1
xi (t )φi

))
dr =

∫
G

φ j sdr −
∮
∂G

φ j bN d A (2.20)

This is a system of Ns -ordinary differential equation, which can be rewritten
by using vector notation:∫

G

φ(r )φT (r )dr
d

d t
x(t )+

∫
G

(∇φ (r )
) · (ν∇φT (r )

)
dr x(t )

+
∫
G

φ (r )
(∇· (v φT (r )

))
dr x(t )

=
∫
G

φ (r ) sdr −
∮
∂G

φ (r )bN d A (2.21)

The equation (2.21) can be rewritten in matrix form as:

M
d

d t
x(t )+ (N+G)x(t ) = b, (2.22)

where elements of the (Ns ×Ns ) matrices M,N,G and the (Ns ×1) vector b
are defined as follows:

[M]i j =
∫
G

φ jφi dr , [N]i j =
∫
G

(∇φ j
) · (ν∇φi

)
dr ,

[G]i j =
∫
G

φ j
(∇·vφi

)
dr , b =

∫
G

φ (r ) sdr −
∮
∂G

φ (r )bN d A

For computation the stationary solutions x∞, the derivative term d
d t x(t ) is

set to zero, it yields:

x∞ = (N+G)−1 b. (2.23)
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2 Comprehensive Framework for Analyzing and Identification with UQ

This equation (2.23) is explicit in case that the PDE is linear. In case of
nonlinear PDE, the matrices N and G depend on x and the equation (2.23)
require specific nonlinear solvers, which is mostly iterative.

For the time dependent solution the derivation term d
d t x(t) must be

approximated, which is discussed in the following subsection.

2.2.2 Time discretization

For the time dependent problem, the solution x(t) is also the function of
time. For the numerical solution of initial value problems, the time domain
is discretized for the computational purposes. In the most simple method,
the time interval T = [0, tend] is divided into Nt equal time increments such
that t j = jΔt , j = 0, . . . ,Nt where Δt = tend/Nt is the time step. The solution
of the time dependent problem x(t ) is represented by the series x(t j ).

To discuss about the time discretization, equation (2.22) is rewritten into:

d

d t
x(t ) = M−1 (b− (N+G)x(t )) , (2.24)

ẋ(t ) = F (x(t )). (2.25)

The time derivative ẋ(t ) can be approximated by the Finite Difference

ẋ(t ) ≈ x(t j+1)−x(t j )

Δt
. (2.26)

The state x(t j+1) can be then be solved for example by inserting the state
x(t j ) in F (·):

x(t j+1)−x(t j )

Δt
= F (x(t j )), (2.27)

x(t j+1) = x(t j )+ΔtF (x(t j )). (2.28)

This is well known as Explicit Euler scheme. Solving with Explicit Euler is
simple but quite slow, because the time step is limited by the stability of the
numerical solver regarding to the Courant-Friedrichs-Lewy (CFL) condition
[Cou28]. Another numerical more stable alternative is inserting the state
x(t j+1) in F (·), which is known as Implicit Euler scheme.

ẋ(t ) ≈ x(t j+1)−x(t j )

Δt
= F (x(t j+1)) (2.29)
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2.2 PDEs with random variables and its discretizations

The implicit approach needs an iterative solver to solve the equation, but
it is unconditionally stable and can be computed with the large time steps
Δt . In most of the commercial software, more efficient numerical methods
for solving first-order initial value problems are employed. The methods
can be classified into two categories, namely linear multistep methods and
Runge-Kutta methods.

The linear multistep methods use several previous points and derivative
values to determine the current value, whereas the Runge-Kutta methods
take some intermediate steps to obtain the current value. In practice, the
methods are chosen according to the order of accuracy and to the type of
the system (stiff or nonstiff). Examples for numerical methods for time
discretization are the Dormand-Prince method1, the Bogacki-Shampine
method1, Adams-Bashforth-Moulton method, Backward Differentiation
Formulas (BDFs), etc. The reader is referred to [Asc98] and [Sha97] for more
information about this topic.

2.2.3 Stochastic discretization

In case of PDE systems with deterministic parameters, the time and space
discretizations are employed for numerical computations as presented in
previous subsections. With the probabilistic UQ formulation for PDEs,
the discretization of random fields is necessary for the computation. The
stochastic discretization is an approximation of a random field X (r ,ω) by
means of a finite set of random variables

{
ξ1, . . . ,ξNs

}
as random vectors.

As an example, a stochastic process, which represents randomness as a
function of time, can be discretized by representing the distribution of a
stochastic process with the collection of finite dimensional distributions of
random variables

(
X (t1) , . . . , X

(
t j

))
where t j ∈ T is the sampling time.

In case of a multidimensional interval as e.g. spatial space, the dis-
cretization of the random field is more complex than the stochastic process.
Depending on the representation, the random field can be discretized by
several approaches. Analogous to the stochastic process with respect to
time, one of the most simple methods is the point discretization method.

1 The Dormand-Prince method is known as explicit Runge-Kutta (4,5) as it use the fourth-
and fifth-order Runge-Kutta to approximate the solution. The Bogacki-Shampine method is
known as explicit Runge-Kutta (2,3) as it use the second- and third-order Runge-Kutta to
approximate the solution. Both methods use the difference between these approximated
solutions to adapt the step size.
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The approximation of the random process is the collection of the random
vectors at some given points r i , e.g. nodes, midpoints or integration points.

ξi (ω) =X (r i ,ω) for i = 1, . . . ,Ns (2.30)

The values of the random field can be calculated approximately by the
interpolation with the shape basis function φi (r ).

X (r ,ω) =
Ns∑

i=1
φi (r )ξi (ω) (2.31)

The interpolation shape function can be determined independently from
the spatial discretization shape function. Due to its simpleness this method
is widely applied in practice and satisfies practical requirements well.
Another method is the spatial average method introduced by Vanmarcke
and Grigoriu [Van83], where the random variables ξi (ω) are weighted inte-
grals of X (r ,ω) over a discretized domain Ωi

ξi (ω) =
∫
Ωi

X (r ,ω)w(r )dω (2.32)

However the most often used is series expansion. The expansion approxi-
mates random fields as a sum of products of functions defined on a spatial
domain and functions of random variables Λ(·).

X (r ,ω) =
∞∑

i=1
Λ(ξi (ω))φi (r ) (2.33)

In case that the basis functions φi (r ) are global basis functions in the series
expansion method, it is sometimes called spectral expansion method
[Gha03],[Kee04]. The reader is referred to [Sud00] and [Mat05] for more
details about discretization methods.

With the stochastic discretization, the infinite-dimensional field can be
represented by the finite-dimensional approximation. However, one must
be careful when extending finite-dimensional results back to the infinite-
dimensional representation.

One of the most widely applied random field discretization method from
this group is the Karhunen Loève Expansion (KLE). Therefore, KLE deserves
special attention here and is discussed in the following. Another method
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2.2 PDEs with random variables and its discretizations

applied in this thesis is polynomial chaos expansion, which is discussed in
the section 3.1.3.

Karhunen Loève Expansion

Karhunen Loève expansion (KLE) is one of the most applied methods to
decompose a stochastic process or a random field into a stochastic part and
a deterministic spatial or the temporal part. It is named after Kari Karhunen
and Michel Loève, who invented it independently in the forties. KLE is a
representation of a stochastic process as an infinite linear combination of
orthogonal functions.

In the finite-dimensional case, where the coefficients are computed from
a sample, the method is named as, namely Principle Component Analysis
(PCA), Proper Orthogonal Decomposition (POD), Karhunen Loève Transform
(KLT), Empirical orthogonal functions or Hotelling Transform.

Consider a random field X (r ,ω) with its covariance function CovX (r ,r ′)
(see Def. 14 and 15 in appendix). If the covariance satisfies the definition of a
Mercer kernel [Mer09], which requires that the covariance is symmetric and
positive-definite, then the random field X (r ,ω) admits the decomposition:

X (r ,ω) =
∞∑

i=0

√
λiξi (ω) xi (r ), (2.34)

which separates the random field into a spatial part xi (r ) and the stochastic
part ξi (ω). Let λ0 = 1,ξi = 1 and X0 = X (r ), the equation (2.34) can be
rewritten in:

X (r ,ω) =X (r )+
∞∑

i=1

√
λiξi (ω) xi (r ) (2.35)

(λi ,xi (r )) is the pair of eigenvalues and orthonormal eigenfunctions of the
kernel CovX (r ,r ′), which is the solution of the Fredholm equation of the
second-kind:∫

G

CovX (r ,r ′)xi (r ′)dr ′ =λi xi (r ), for r 1 ∈G. (2.36)
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With the orthogonal property of xi (r ) the RVs ξi are given by:

ξi (ω) = 1√
λi

∫
G

(
X (r ,ω)−X (r )

)
xi (r )dr . (2.37)

Furthermore, the RVs ξi are centered and uncorrelated.

E(ξi ) = 0 , E(ξiξk ) = δi k (2.38)

The discretization of a random field by KLE is done by truncating eq. (2.35)
to a finite number of terms NKLE:

X (r ,ω) ≈X (r )+
NKLE∑
i=1

√
λiξi (ω) xi (r ), (2.39)

such a approximation is the best one achieved in L2 (G×Ω) ∼=L2 (G)⊗L2 (Ω)
norm [Ros12a].

For the computational purpose the spatial field is in general discretized
as well. For example using the FEM to discretize the spatial domain, the
Karhunen Loève approximation can be rewritten in a spatial discretized
form as:

X (r ,ω) ≈
(
X +

NKLE∑
i=1

√
λiξi (ω)xi

)
·φ (r ) ,

where X =
[
X 1

, . . . ,X N]T
denotes a vector of mean values related to the

shape function and xi denotes
[

x1
i , . . . ,xNs

i

]T
, which describes the coeffi-

cients corresponding to the spatial basis functions {φi (r )Ns
i=1}. The reader is

referred to [Gha03], [LM10] for more information about the KLE.
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2.3 A comprehensive framework for

analyzing and identification DPS with

Bayesian uncertainty quantification

Usually, engineers and scientists possess some theoretical and empirical
knowledge about the process, which is used to establish a computational
model, to design the control strategies and to optimize the process. The
knowledge is normally based on expert experience, observations of the pro-
cess and measurements. Analyzing the system with simulation generates
new knowledge about the system behavior, which facilitates the under-
standing of the system. On the other hand, identification of the system from
observations and measurements can deliver some knowledge about the
system as well.

The knowledge about the system plays a main role in the proposed frame-
work. Based on the modeler’s knowledge, the DPS is modeled with an initial
boundary value problem Ms

(
x(r ,t ),q

)= 0 as described in section 2.1.3.
Under the Bayesian framework, the incomplete knowledge about the

system is considered as uncertainty of the system. All uncertainties of the
system are parametrized and interpreted in form of parameter uncertain-
ties. Using a probabilistic representation, the uncertain parameters can be
described as a vector of random variables Q(ω), whose pdf pQ (q) can be
achieved by the conversion of the knowledge about the parameters with the
Principle of Maximum Entropy.

The modeling of uncertainties of a DPS with the Bayesian approach esta-
blishes a system of PDEs with random variables, which is to be analyzed
and identified.

The framework relies on three probabilistic UQ methods namely uncer-
tainty propagation, sensitivity analysis and Bayesian parameter calibration.
The uncertainty propagation assesses the pdf of the quantities of Interest
(QoI) w.r.t. the pdf of the uncertain parameters. The uncertain parameters
affect the QoI unequally. The sensitivity analysis is used to identify the influ-
ence of each uncertain parameter. The pdf of the QoI and the sensitivity of
the parameters are crucial knowledge for the model user to analyze in order
to understand the system behavior.

With the measurements of the real process the uncertain parameters can
be calibrated using Bayesian inference. The sensitivity of the parameters
can be also used to rank the parameters. The model with the calibrated
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parameters permits better agreement between the model prediction and
the measurements from the real process.

All of these approaches are operated under the Bayesian UQ framework,
by considering the pdf as the knowledge as the central point of the frame-
work. With the uncertainty propagation (UP), the sensitivity analysis (SA)
and the Bayesian inference, new knowledge about the system is gained and
can be used to develop the model further.

A system of PDEs with RVs requires certain mathematical techniques to
be solved. Sampling-based methods such as Monte-Carlo are generally
adopted in the engineering field. The methods are straightforward by solv-
ing the model Ms

(
x(r ,t ),q

)
for all input realizations from the distribution

p(q). This requires however extensive computation. To reduce the compu-
tational effort, model order reduction or surrogate model approaches can
be applied to resolve the issue.

In the recent years, the Polynomial Chaos Expansion (PCE) approach
[Wie38] has been gaining more attention in many fields. The PCE and also
its generalized version, proposed by Xiu and Karniadakis [Xiu02], offer an
efficient way to approximate the probability distribution functions and the
statistical moments of the outputs. This method can be applied to sensitivity
analysis and the Bayesian inverse problem as well.

In the framework developed in this thesis the PCE and the generalized
polynomial chaos (gPC) are the main instruments to support analyzing and
identification. The gPC is applied to support analyzing the system with
respect to four tasks.

1. Approximation of the system response distribution concerning UP;

2. Parameter estimation via the Bayesian inverse approach;

3. Global sensitivity analysis;

4. Local sensitivity analysis.

In conclusion, the comprehensive framework for analyzing and identifica-
tion is organized into six procedural steps:

1. Modeling uncertainties in the DPS model from the present knowledge
under the Bayesian framework;

2. Assigning probability distribution functions to the parameters;
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3. Assessing the pdf of the system response quantities of interest (QoI)
by means of generalized Polynomial Chaos (gPC);

4. Conduct sensitivity analysis with generalized polynomial chaos;

5. Calibrating the model parameters based on the measurement data
according to the sensitivity indices;

6. Conduct model updating with the new knowledge and, if necessary,
go again to the 1. step.

The procedures of each step are explained throughout the thesis.
In this chapter, the required fundamentals for the uncertainty modeling

and for assigning the pdfs to the parameters are discussed. The system
with uncertainty is modeled by a system of PDEs with random variables,
whereas the pdfs of the RVs represent the knowledge state of the modeler.
The uncertainty propagation analysis and gPC are discussed in chapter 3.
The other two crucial steps, namely sensitivity analysis and the Bayesian
parameter calibration, are discussed in the chapter 4 and 5 respectively.
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3

Uncertainty Propagation

Analysis and Generalized

Polynomial Chaos

Uncertainty propagation is the study of the model outputs’ response with
respect to the probability distribution of the inputs. The targets of the
uncertainty propagation analysis are usually:

1. Evaluating the reliability of the system responses or outputs;

2. Evaluating the statistic values like means, variances or moments of
the outputs;

3. Assessing the complete probability distribution of the outputs.

This information is useful for the model user to characterize the system.
Many probabilistic UQ approaches are proposed for accomplishing these
three targets. Lee [Lee09] compared various UQ methods and classified
them into five categories:

1. Simulation-based methods: Monte Carlo simulations, importance
sampling, adaptive sampling [Mad06, Buc88] etc. ;

2. Local expansion-based methods: Taylor series, perturbation method
[Mad06, Gha03, Cac03] etc. ;
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3 Uncertainty Propagation Analysis and gPC

3. Most probable point (MPP)-based methods: first-order reliability
method (FORM) and second-order reliability method (SORM) [Has74,
Fie79];

4. Functional expansion-based methods: Karhunen-Loève expansion
(KLE), Neumann expansion, polynomial chaos expansion (PCE), gen-
eralized polynomial chaos expansion (gPCE) [Gha03, Xiu02, Xiu10]
etc.;

5. Numerical integration-based methods: Full factorial numerical inte-
gration (FFNI) and dimension reduction (DR) [Seo02, Xu04].

The methods in each category are developed for divergent objectives and
therefore all have some limitations. The most probable point-based me-
thods are developed intentionally to evaluate the reliability of the system
response. The numerical integration-based methods can evaluate merely
the statistical moments but not the pdf. The local expansion-based methods
has limited usage to highly nonlinear systems in general.

The pdf of the system responses is the cornerstone in the developed
framework for analyzing and identification in this thesis. The pdf offers
comprehensive information about the system, however, it is quite diffi-
cult to obtain. The pdf of the system response can be assessed by the
simulation-based methods and the functional expansion-based methods.
The simulation-based methods, such as Monte-Carlo, are generally adopted
in the engineering field. The methods are straightforward by solving the
model Ms

(
x(r ,t ),q

)
for all input realizations from the distribution pQ (q).

This requires however extensive computation. For reducing the computa-
tional effort, approaches such as model order reduction or using a surrogate
model, can be applied to resolve the issue.

In the recent years, the PCE approach has been gaining more attention in
many fields. The PCE and also its generalized version, proposed by Xiu and
Karniadakis [Xiu02], offer an efficient way to approximate the probability
density functions and the statistical moments of the outputs. This chapter
introduces the basic concept of gPC and its application to the uncertainty
propagation task.
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3.1 Polynomial expansions of stochastic quantities

3.1 Polynomial expansions of

stochastic quantities

In 1938, Norbert Wiener introduced the Polynomial Chaos (PC) to represent
Gaussian processes by using a series of Hermite polynomials [Wie38]. It
should be noted that the word Chaos, introduced by N. Wiener, has nothing
to do with the modern term Chaos in mathematics where it characterizes the
unpredictable behavior of dynamical systems. Theoretically, the polynomial
chaos can be considered as a functional approximation of a given random
variable X (ξ(ω)) by basis functions of other RVs,

X (ξ(ω)) =
∞∑

k=0
xkΞk (ξ(ω)) ≈

NP∑
k=0

xkΞk (ξ(ω)), (3.1)

where ξ(ω) is the random variable vector with known pdf pξ(ξ), Ξk (·) are
suitably selected functionals of the RVs and the coefficients xk will be called
the k−th “stochastic mode”1 of X (ξ(ω)) [LM10]. If the function X (ξ(ω)) is
smooth, such an approximation possesses a spectral convergence property
for some series of basis functions, such as series of orthogonal polynomials
in PC. It means that the approximation error becomes smaller for the larger
values of NP , so that the expansion can be truncated to the finite dimension
NP . Usually, such a series representation requires additional regularity of X ,
e.g., X should be square-integrable with respect to the underlying probabi-
lity space in order to preserve the convergence in L2 (see the convergence
of RV in appendix A).

The exploitation of the Stochastic Spectral Method (SSM) can be viewed
from two perspectives. The first perspective is that the SSM is used for
assessing the pdf of QoI in uncertainty propagation. The global sensitivity
measure, the Sobol Index, can be also determined directly from the spec-
tral representation. This can be achieved by exploiting the smoothness
usually exhibited by a high-dimensional parameter space to construct a
solution with convergences rates significantly better than with primitive
sampling based method. The other perspective is that the SSM can be used
to construct a surrogate model. In the probabilistic UQ approaches, the
computation of the model is expanded to a stochastic parameter space. This
usually requires more computational efforts compared to the computation

1 For clarification, in this setting the coefficients xk itself is deterministic.
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3 Uncertainty Propagation Analysis and gPC

in deterministic cases. Using the surrogate model constructed by SSM facili-
tates the procedures such as Bayesian model calibration, sensitivity analysis
design and control implementation.

By using the Hermite polynomials as the basis functions Ξk (·), these
expansions are termed as Polynomial Chaos Expansion (PCE). Ghanem
and Spanos applied the original PCE to quantify the uncertainty in solid
mechanics system by applying the PCE to the Finite-Element discretization
[Gha03]. Xiu and Karniadakis extended the PCE to some parametric non-
Gaussian random processes [Xiu02] and named it as generalized Polynomial
Chaos (gPC). In case that other basis functions are used, e.g. Wavelet [LM10],
Padè [Cha09], Fourier (sines and cosines) etc., these expansions are also
covered by the generic term as Stochastic Spectral Method (SSM). As the
probability distributions established in gPCE is related to the pdfs used in
the developed framework , the PCE and its generalized variant are mainly
discussed in this thesis. The mathematical fundamentals of gPC described
in following are summarized from [Smi13], [LM10] and [Xiu10].

3.1.1 Polynomial Chaos and
generalized Polynomial Chaos

Consider an arbitrary real-valued random variable X = X (ω) according to
some probability space (Ω,A,P), with sample space Ω, σ-algebra A, and
probability measure P (see appendix A for more detailed definition). For the
stochastic formulation discussed here, it is required that the RVs are square-
integrable and have a finite variance, i.e., X ∈L2(Ω,A,P) = {X :E(X 2) <∞}.

Let {ξi }∞i=1 be a sequence of centered, normalized, mutually orthogonal

Gaussian variables. Let P̂P denote the space of polynomials in {ξi }∞i=1 hav-

ing degree less or equal to P ∈ N. Furthermore, let ΞP ⊂ P̂P be the set of
polynomials that belong to P̂P and are orthogonal to P̂P−1, and define P̆P as
the space spanned by ΞP . It yields:

P̂P = P̂N−1 ⊕ P̆P , L2(Ω,A,P) =
∞⊕

i=0
P̆i (3.2)
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3.1 Polynomial expansions of stochastic quantities

The subspace P̆P of L2(Ω,A,P) is called the P-th Homogeneous Chaos, and
ΞP is called the Polynomial Chaos (PC) of order P . The PC expansion of a
random variable X is:

X (ω) = a0Ξ0 +
∞∑

i1=1
ai1Ξ1

(
ξi1 (ω)

)+ ∞∑
i1=1

i1∑
i2=1

ai1i2Ξ2
(
ξi1 (ω),ξi2 (ω)

)

+
∞∑

i1=1

i1∑
i2=1

i2∑
i3=1

ai1i2i3Ξ3
(
ξi1 (ω),ξi2 (ω),ξi3 (ω)

)+ . . . (3.3)

The Polynomial Chaos introduced by Wiener [Wie38] are constructed from
the Hermite Polynomial Hk (·). Cameron and Martin proved that the expres-
sion (3.3), in case of the PC constructed from the Hermite Polynomial, is
convergent for any RVs X (ω) in the Hilbert space L2(Ω) [Cam47].

Generalized Polynomial Chaos

Being a spectral polynomial expansion this expansion has an exponential
convergent rate. However, for non-Gaussian random variables, the expan-
sion may exhibit low convergence rates and thus require a high truncation
order. Therefore, Xiu and Karniadakis [Xiu02] employed the Askey-scheme
to generalize the original Wiener’s PC expansion to some common non-
Gaussian measures, which replaces the Hermite polynomial by other ortho-
gonal polynomials and named it as generalized Polynomial Chaos Expansion
(gPCE). Xiu concluded that the Cameron-Martin theorem (Eq. (3.3)) can
be generalized to the gPCE, because each type of polynomials from the
Askey scheme form a complete basis in the Hilbert space determined by
their corresponding random vector ξ [Xiu04a]. Table 3.1 shows the cor-
respondences between the random variable distribution and orthogonal
polynomial family.

The distributions established in the gPC expansion match the distribution
used in the developed framework in this thesis well. As discussed in the
section 2.1.5, the probability distribution functions, which can be derived
from the typical information found in engineering are (a) the normal dis-
tribution, (b) the uniform distribution and (c) the exponential distribution.
The exponential distribution is a special case of the gamma distribution.
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3 Uncertainty Propagation Analysis and gPC

pdf of RV ξ (ω) gPC basis polynomials ψ (ξ) Support

Continuous Gaussian Hermite (−∞,∞)

Gamma Laguerre [0,∞)

Beta Jacobi [a,b]

Uniform Legendre [a,b]

Discrete Poisson Charlier {0,1,2, . . .}

Binomial Krawtchouk {0,1,2, . . . ,n}

Negative Binomial Meixner {0,1,2, . . .}

Hypergeometric Hahn {0,1,2, . . . ,n}

Table 3.1: Correspondence between the type of generalized Polynomial
Chaos and their underlying random variables [Xiu10]

Single random variable

The RV X (ω) can be expanded by one-dimensional gPC basis functions as:

X (ω) =
∞∑

k=0
akψk (ξ(ω)) (3.4)

where ψk (·) denotes the one-dimensional orthogonal polynomial with the
degree of k, e.g. Hermite Polynomials Hk (·), Legendre Polynomials Lek (·) ,
or Lagauerre Polynomials Lak (·).

Multivariate random variable

Now the one-dimensional gPC basis is extended to the d-dimensional PC-
basis. Given ξ(ω) = (ξ1,ξ2, . . . ,ξd ) a set of centered, normalized and mutually
orthogonal Gaussian random variables, the PC expansion (3.3) has a form:

X (ω) = a0Ξ0 +
d∑

i1=1
ai1Ξ1

(
ξi1 (ω)

)+ d∑
i1=1

i1∑
i2=1

ai1i2Ξ2
(
ξi1 (ω),ξi2 (ω)

)

+
d∑

i1=1

i1∑
i2=1

i2∑
i3=1

ai1i2i3Ξ3
(
ξi1 (ω),ξi2 (ω),ξi3 (ω)

)+ . . . (3.5)
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3.1 Polynomial expansions of stochastic quantities

To simplify the notation, the multi-index notation i = (i1,i2, . . . ,iα, . . . ,id )
with

∣∣i ∣∣=∑d
α=1 iα is adopt. Let i (α) denote the α-th element of the multi-

index i . For construction gPC, the set of multi-indices �(P ) is defined as:

�(P ) := {i :
∣∣i ∣∣= P

}
. (3.6)

The P-th Polynomial Chaos ΞP in equation (3.5) is constructed from one-
dimensional gPC basis functions as:

ΞP :=
{ ⋃

i∈�(P )

d∏
α=1

ψi (α) (ξα)

}
. (3.7)

The expansion (3.5) can be rewritten in more compact form as

X (ω) =
∞∑

|i |=0

βiΨi (ξ1,ξ2, . . . ,ξd ), (3.8)

where βi are the deterministic expansion coefficients and Ψi are polynomi-
als constructed by tensor products of the 1D-polynomials ψi (α) (ξα)

Ψi (ξ1,ξ2, . . . ,ξd ) =
d∏

α=1
ψi (α) (ξα) . (3.9)

Although using multi-index formulation is very clear, the single index is
preferable to express the gPC expansion. The multi-index can be converted
to the single index. To do this, the lexicographic order is applied as also used
by [Xiu10]. The relation between the single index k, the multi-index i and
the orthogonal polynomial Ψk is established in table 3.2. By using single
index k, equation (3.8) is rewritten as

X (ω) =
∞∑

k=0
βkΨk (ξ1,ξ2, . . . ,ξd ). (3.10)

With the spectral convergence property of the orthogonal projection, the
expansion can be truncated to finite dimension. The finite-dimensional
decomposition of X (ω) in the single-index form is:

X (ω) ≈ XP (ω) =
NP∑

k=0
βkΨk (ξ(ω)), (3.11)
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3 Uncertainty Propagation Analysis and gPC

where the basis dimension NP is related to the dimension of the multivariate
random variable d and the polynomial order P by

NP +1 = (P +d)!

P !d !
. (3.12)

∣∣i ∣∣ i = (i1,i2, . . . ,id ) Polynomial Ψk k

0 (0,0, . . . ,0,0) ψ0(ξ1)ψ0(ξ2) · · ·ψ0(ξd ) = 1 0

1

(1,0, . . . ,0,0)
(0,1, . . . ,0,0)
...
(0,0, . . . ,0,1)

ψ1(ξ1)ψ0(ξ2) · · ·ψ0(ξd ) =ψ1(ξ1)
ψ0(ξ1)ψ1(ξ2) · · ·ψ0(ξd ) =ψ1(ξ2)
...
ψ0(ξ1)ψ0(ξ2) · · ·ψ1(ξd ) =ψ1(ξd )

1

2
...(d+1

d

)−1 = d

2

(2,0,0,0, . . . ,0)
(1,1,0,0, . . . ,0)
(1,0,1,0, . . . ,0)
...
(1,0,0, . . . ,0,1)
...
(0,0,0, . . . ,0,2)

ψ2(ξ1)ψ0(ξ2)ψ0(ξ3)ψ0(ξ4) · · ·ψ0(ξd )
ψ1(ξ1)ψ1(ξ2)ψ0(ξ3)ψ0(ξ4) · · ·ψ0(ξd )
ψ1(ξ1)ψ0(ξ2)ψ1(ξ3)ψ0(ξ4) · · ·ψ0(ξd )
...
ψ1(ξ1)ψ0(ξ2)ψ0(ξ3) · · ·ψ0(ξd−1)ψ1(ξd )
...
ψ0(ξ1)ψ0(ξ2)ψ0(ξ3) · · ·ψ0(ξd−1)ψ2(ξd )

d +1
d +2

...

(d+2
d

)−1

3
(3,0, . . . ,0)
...

ψ3(ξ1)ψ0(ξ2)ψ0(ξ3)ψ0(ξ4) · · ·ψ0(ξd )
...

(d+2
d

)
...

Table 3.2: Single index, multi-index, and tensored polynomials

The polynomials Ψk (·) form an orthogonal and complete basis in L2. With
respect to the inner product, the orthogonality is expressed as:

〈
Ψi |Ψ j

〉≡∫Ψ j (ξ)Ψi (ξ)p(ξ)dξ= δi j 〈Ψi |Ψi 〉
= δi j

∥∥Ψ2
i

∥∥= γi (3.13)

Because of the orthogonal property, the statistical values can be calculated
directly from the PCE coefficients. The mean of the RV X (ω) is given by

X =E(X (ω)) =E

[ ∞∑
k=0

βkΨk (ξ(ω))

]

=
∞∑

k=0
βkE [Ψk (ξ(ω)) ·1]
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3.1 Polynomial expansions of stochastic quantities

=
∞∑

k=0
βk 〈Ψk |Ψ0〉

X =β0. (3.14)

Similarly the variance of the RV σ2
X = Var[X (ω)] is:

Var[X (ω)] =E

[(
X (ω)−X

)2
]

=E

[( ∞∑
k=0

βkΨk (ξ(ω))−β0

)2]

=E

[( ∞∑
k=1

βkΨk (ξ(ω))

)2]

=
∞∑

k=1

∞∑
l=1

βkβlE [Ψk (ξ(ω))Ψl (ξ(ω))]

=
∞∑

k=1

∞∑
l=1

βkβl 〈Ψk |Ψl 〉

=
∞∑

k=1
β2

k ‖Ψk‖2 ,

σ2
X ≈

NP∑
k=1

β2
k ‖Ψk‖2 . (3.15)

Dependent random variables

The PCE requires the mutually independent random variables and the re-
presentation of the joint density pξ(ξ) =∏d

i=1 pξi (ξi ) for implementation
as assumed in the course of this thesis. For correlated RV ξi , the Nataf
transformation in a combination with a Cholesky decomposition can be
employed to construct mutually independent Gaussian random variables, if
marginal distributions and a correlation matrix are available. The reader is
referred to [LM10] for more details about the PCE of dependent RV.
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3 Uncertainty Propagation Analysis and gPC

3.1.2 Spectral representation of a random vector

The gPC expansion of a random variable (eq. (3.10)) can be extended to
represent Rn-random vectors X : Ω �→R

n (see Def. 5). In the same manner
as in eq. (3.11), the truncated gPCE of the i -th component of the random
vector Xi is

Xi ≈
NP∑

k=0
βi kΨk (ξ).

The random vector can be expanded to:

X (ω) ≈
NP∑

k=0
βkΨk (ξ). (3.16)

where βk = [β1k · · ·βnk
]T ∈ R

n consists of the coefficients of the k-th PC
basis of the random vector components. The vector βk is called the k-th
stochastic mode of the random vector X . Regarding eq. (3.14), β0 is the
mean of the random vector.

In addition, components Xi and X j are orthogonal if and only if

NP∑
k=0

βi kβ j k
〈
Ψ2

k (ξ)
〉= 0.

The covariance matrix of the random vector X is given by (see Def. 11):

CX X =E
[

X̃ ⊗ X̃
]

. (3.17)

where X̃ = X −E(X ) is defined as the fluctuations of the random vector X .
If X is represented in the spectral form as in eq. (3.16), it yields the relation:

X̃ = X −E(X ) ≈
NP∑

k=1
βkΨk (ξ). (3.18)
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3.1 Polynomial expansions of stochastic quantities

As mentioned in [Paj12], the PCE representation (3.16) leads to a covariance
matrix of the form:

CX X =E

[(∑
k>0

βkΨk (ξ)

)
⊗
(∑

l>0
βlΨl (ξ)

)]

= ∑
k>0

∑
l>0

((
βk ⊗βl

)
E [Ψk (ξ(ω))Ψl (ξ(ω))]

)

≈
P∑

k>0

P∑
l>0

((
βk ⊗βl

)
E [Ψk (ξ(ω))Ψl (ξ(ω))]

)
. (3.19)

The diagonal Gram (NP × NP ) matrix G = (gkl ) is introduced with gkl =
E [Ψk (ω)Ψl (ω)]. The equation (3.19) can be rewritten in matrix form as:

CX X = X̆GX̆T , (3.20)

where X̆ = [β1, . . . ,βNP
] is a (n×NP ) matrix containing PC coefficients of the

random vector without the β0 term, i.e. without the mean X .

3.1.3 PC expansion of random processes

The random process X (r ,ω) in L2 can be separated into the deterministic
and the stochastic parts with the stochastic discretization methods men-
tioned in the section 2.2.3. The polynomial chaos expansion is mentioned
in the section as one of the series expansion methods. The PC expansion
of the random process X (r ,ω) can be considered as the generalization of
the PC expansion of the random vector, namely

X (r ,ω) =
∞∑

k=0
xk (r )Ψk (ξ(ω)) ≈

NP∑
k=0

xk (r )Ψk (ξ(ω)), (3.21)

where the deterministic function xk (r ) are called the stochastic modes of
the process. It is noted that the PC expansion contains more information
than the second-order properties of random field X (r ,ω). The knowledge
of the correlation function is not sufficient to uniquely determine the set of
coefficients xk (r ) in the expansion 3.21.

For computational purposes, the stochastic modes are commonly dis-
cretized in the spatial domain with some basis function φi (r ) (cf. eq. (2.11)).
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3 Uncertainty Propagation Analysis and gPC

This leads equation (3.21) to

X (r ,ω) =
NP∑

k=0

xk (r )︷ ︸︸ ︷(
xk ·φ (r )

)
Ψk (ξ(ω)), (3.22)

where φ (r ) = [φ1(r ), . . . ,φNs (r )
]T denotes the vector of shape functions and

xk = [xk1, . . . ,xkNs

]T represents corresponding coefficients. Equation (3.21)
can be rewritten as:

X (r ,ω) =
NP∑

k=0
(xkΨk (ξ(ω)))︸ ︷︷ ︸

PCE of random vector

·φ (r ) . (3.23)

Equation (3.23) shows the relation to the PC expansion of the random vec-
tor (3.16). This can be seen as the PC expansion with the method of point
discretization. This approach is simple to compute and not restricted to
Gaussian random fields. However, the method is only useful for medium
to long correlation distances. One may need a fine mesh to fulfill the accu-
racy requirements in case of a small correlation length. A large number of
discretization points Ns requires large computational effort.

As discussed in section 2.2.3, the KLE offers an efficient expansion. The
KLE can be combined with the PC expansion [Ros12a]. The combination of
the KLE and the PC expansion is discussed following.

KLE/PC expansion

Using the KLE method to discretize a random field has been discussed in
section 2.2.3. The random field can be approximated in the form:

X (r ,ω) ≈
NK LE∑
i=0

√
λiθi (ω)φi (r ). (3.24)

The PC expansion can be extended to stochastic processes by approximating
the RV θi (ω) by a convergent polynomial chaos expansion:

θi (ω) ≈
NP∑

k=0
β(i )

k Ψk (ξ(ω)). (3.25)
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3.2 Uncertainty quantification with gPC

Substituting the PCE approximation in the Eq. (3.24) yields:

X (r ,ω) ≈
NK LE∑
i=1

√
λi

(
NP∑

k=0
β(i )

k Ψk (ξ(ω))

)
φi (r ). (3.26)

Equation (3.26) can be rearranged in the form:

X (r ,ω) ≈
NP∑

k=0

(
NK LE∑
i=1

√
λiβ

(i )
k φi (r )

)
Ψk (ξ(ω)), (3.27)

which is equivalent to equation (3.21) in case of

xk (r ) =
(

NK LE∑
i=1

√
λiβ

(i )
k φi (r )

)
. (3.28)

3.2 Uncertainty quantification with gPC

Considering the state x(r ,t ) of the DPS that is the solution of the equation

Ms
(
x(r ,t ),q

)= 0

as described in the section 2.1.3. In the Bayesian framework of analysis and
identification, the d-dimensional parameter vector q is considered to be un-
certain and is described with the random vector Q(ω) = [Q1(ω), . . . ,Qd (ω)]T .
The solution of the PDE is a functional of the random vector Q(ω) and can
be considered as a random process X (r ,t ,ω).

As discussed in section 2.1.5, the pdf pQ (q) is derived from the available
knowledge by using the Principle of Maximum Entropy. For the uniform,
normal and exponential distributions, which can be found in many ap-
plications in engineering, the gPCE is an attractive method. The gPCE
approximates the random process X (r ,t ,ω) in terms of the series of the
orthogonal polynomials according to the Askey-scheme with corresponding
coefficients.

X (r ,t ,ω) ≈XNP (r ,t ,ω) =
NP∑

k=0
βk (r ,t )Ψk (ξ(ω))
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3 Uncertainty Propagation Analysis and gPC

It is noted that for computational purposes the gPC coefficients βk (r ,t ) are
discretized in spatial and temporal space as described in the sections 2.2.1,
2.2.2 and recasted in form of vectors.

3.2.1 Computation of gPC coeficients

Since the gPC coefficients βk characterize the random variable X (ω), a pro-
cedure for the determination of these gPC coefficients is needed. In the
UQ community, three important approaches are proposed for the deter-
mination of the gPC coefficients, namely Galerkin projection, stochastic
collocation and pseudo discrete projection. Regarding to their implementa-
tions, these three approaches are classified as intrusive and non-intrusive
methods. A method is considered as intrusive, if the existing code of a
deterministic solver has to be modified to obtain the stochastic solution.
On the contrary, non-intrusive methods need only solutions of the inputs
realizations to determine the gPC coefficients.

The Galerkin projection is considered as an intrusive method, whereas
the stochastic collocation and the pseudo discrete projection belong to the
class of non-intrusive methods. All three approaches and their attributes
are discussed in this subsection.

Stochastic Galerkin method

Substituting the truncated PCE expression XP to X in equation (2.4), the
model equation is not satisfied anymore but yields a residual. By the
Galerkin projection, the residual has to be orthogonal to the space of the

expansion basis functions
{
Ψk (q)

}NP
k=0 (cf. Eq. (2.14)). It yields〈

Ms

(
NP∑

k=0
βkΨk (q), q

) ∣∣∣∣Ψk

〉
= 0, k = 0, . . . ,NP . (3.29)

The Galerkin method leads to a set of NP +1 coupled problems. In order to
solve Eq. (3.29), it usually requires modifications of the existing numerical
code. If the code is complex, the Galerkin procedure can be difficult to
implement and therefore is not practical in general. In practice the non-
intrusive methods are applied more, as one wants to avoid the modification
of the existing deterministic code.
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3.2 Uncertainty quantification with gPC

Stochastic collocation method

The gPC coefficients can be estimated by using a regression method. De-

noting
{

q r
}Nr

r=1 a sample set of the RVs, also called collocation points, and{
xr
}Nr

r=1 the corresponding set of quantities of interest (QoI), so that

Ms
(
xr , q r )= 0, ∀r. (3.30)

The sought PC coefficients in the truncated expansion of X are rewritten in

vector form β= (β0, . . . ,βNP )T . Based on the sample set
{

q r
}Nr

r=1 the optimal

approximation β̂ of β can be obtained by solving the least square problem

β̂= argmin
β

Nr∑
r=1

(
xr −

NP∑
k=0

βkΨk (q r )

)2

. (3.31)

The corresponding QoIs xr to the samples are arranged in the vector form
x = [x1 · · · xNr ]T , so that the solution of the least squares problem (3.31) is

β̂= (ZT Z
)−1

ZT x, (3.32)

where

Z =

⎛
⎜⎜⎜⎝
Ψ0(q1) Ψ1(q1) · · · ΨNP (q1)
Ψ0(q2) Ψ1(q2) · · · ΨNP (q2)

...
...

. . .
...

Ψ0(q Nr ) Ψ1(q Nr ) · · · ΨNP (q Nr )

⎞
⎟⎟⎟⎠ . (3.33)

The method depends on the sample sizes, due to the fact that the approxi-
mation space changes as the number of collocation points changes [Smi13].
For the d-dimensional multivariate random variable and P-dimensional
basis, an empirical rule for the optimal number of regression points Nr is
given by Nr = NP · (d −1) [Sud08]. The sample set can be constructed by
Simple Random Sampling (SRS), Latin Hypercube Sampling (LHS), Quasi-
Monte-Carlo (QMC) etc. The methods from statistical learning, e.g. adjusted
R2, early stopping etc., can be applied to avoid overfitting [Cre09, Lew07].
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3 Uncertainty Propagation Analysis and gPC

Pseudo discrete projection

In contrast to the projection the residual to governing equation as Galerkin
projection, the Pseudo discrete projection, also known as the non-intrusive
spectral projection (NISP) exploits the orthogonality of the gPC basis by
projecting directly onto the QoI, by taking the inner product of the output
PC expansion with orthogonal polynomial Ψk

〈
x(q)|Ψk

〉=
〈

NP∑
k=0

βkΨk (q)

∣∣∣∣Ψk (q)

〉
, (3.34)

where the definition of the inner product is

〈
f (q)|g (q)

〉=∫
Ωd

f (q)g (q)pQ (q)d q . (3.35)

Using the orthogonality property, it yields

βk =
〈

x(q)
∣∣Ψk (q)

〉〈
Ψk (q)|Ψk (q)

〉 = 〈
x(q)|Ψk (q)

〉
∥∥Ψk (q)

∥∥2 . (3.36)

Thanks to the polynomial property of the Ψk , the term
∥∥Ψk (q)

∥∥2 = γk (see
Appendix C) can be evaluated analytically. The determination of the PC
coefficients requires also the evaluation of d−dimensional integrals:

〈
x(q)|Ψk (q)

〉=∫
Ωd

x(q)Ψk (q)pQ (q)d q (3.37)

for k = 0. . . NP . The integration is accomplished mostly by numerical inte-
gration methods, which are discussed in section 3.2.4.

3.2.2 gPC expansion of convection-diffusion systems

In this section, the gPC expansion of the convection-diffusion system as
described in section 2.1.3 is demonstrated. All the parameters in the IBVP
are collected in the parameter vector q , which is uncertain regarding the
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3.2 Uncertainty quantification with gPC

developed framework and described with the random vector Q(ω). There-
fore, equations (2.6), (2.2) and (2.3) can be written in form:

∂x

∂t
=∇· (ν(Q)∇x)−∇· (v (Q)x)+ s(Q), r ∈G, t ∈ T (3.38)

B(x(r ,t ),Q) = b(t ,Q), r ∈ ∂G, t ∈ T (3.39)

x(r ,t = 0) = g (r ,Q), r ∈G (3.40)

The solution of the IBVP depends on the random vector Q(ω), so the so-
lution x(r ,t ,Q) can be considered as a stochastic process. In order to dis-

cretize x(r ,t ,Q), the finite-dimensional subspace V Ns = span
{
φ j
}Ns

j=1 and

P̆P = span{Ψk }NP
k=1 are constructed, where φ j are spatial basis functions and

orthogonal polynomials Ψk (Q) are used as a basis for the random compo-
nents. According to equation (3.21), the approximation solution is:

x̂(t ,r ,Q) =
NP∑

k=0

Ns∑
i=1

βi k (t )φi (r )Ψk (Q). (3.41)

The gPC coefficients βi k (t), which characterize the solution, can be com-
puted by the three methods mentioned in the preceding section. The formu-
lations of each method to the convection-diffusion system are demonstrated
in following.

Stochastic Galerkin

Substituting the approximation eq. (3.41) in eq. (3.38) and applying the
basis functions as the test function results:∫

Ω

Ψk (Q)
∫
G

φi (r )

(
∂

∂t
x̂(r ,t ,Q)−∇· (ν(Q)∇x̂(r ,t ,Q))

+∇· (v (Q)x̂(r ,t ,Q))− s(r ,t ,Q)

)
dr pQ (q)d q = 0

for i = 1, . . . ,Ns and k = 0, . . . ,NP (3.42)
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3 Uncertainty Propagation Analysis and gPC

As shown in section 2.2.1, the integration in the spatial domain can be
rewritten in a matrix form. In this case the matrix depends on the random
vector Q , it yields:

∫
Ω

Ψk (Q)

(
M(Q)

∂

∂t

(
NP∑

k=0
βk (t )Ψk (Q)

)
+

(N(Q)+G(Q))

(
P∑

k=0
βk (t )Ψk (Q)

))
pQ (q)d q =

∫
Ω

Ψk (Q)b(Q)pQ (q)d q , (3.43)

where βk (t ) = [β1k (t ), . . . ,βNs k (t )
]T contains the corresponding coefficients.

As discussed in 2.2.1, the Galerkin projection for a deterministic case results
in a system of Ns ordinary differential equations. The stochastic Galerkin
projection eq. (3.43) constructs a system of ODEs with (Ns × (NP +1)) cou-
pled equations to solve for the coefficients xi k (t ).

Stochastic collocation

Let {q r }Nr
r=1 be a sample set of the random variables from the pdf pQ (q), and

x(t ,q r ) is the corresponding state, which is the solution of the equation

M(q r )
∂

∂t
x(t ,q r )+ (N(q r )+G(q r )

)
x(t ,q r ) = b(q r ). (3.44)

In the time dependent problem, the solution x(t ) is represented by the series
x(t j ) where t j = jΔt . By defining the block-matrix X as

X =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x1(t1,q1) · · · x1(t1,q r ) · · · x1(t1,q Nr )
...

...
...

...
...

xNs (t1,q 1) · · · xNs (t1,q r ) · · · xNs (t1,q Nr )
x1(t2,q1) · · · x1(t2,q r ) · · · x1(t2,q Nr )

...
...

...
...

...
xi (t j ,q 1) · · · xi (t j ,q r ) · · · xi (t j ,q Nr )

...
...

...
...

...
xNs (tNt ,q 1) · · · xNs (tNt ,q r ) · · · xNs (tNt ,q Nr )

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (3.45)
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the coefficients matrix

B =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

β1,0(t1) · · · β1,k (t1) · · · β1,NP (t1)
...

...
...

...
...

βNs ,0(t1) · · · βNs ,k (t1) · · · βNs ,NP (t1)
β1,0(t2) · · · β1,k (t2) · · · β1,NP (t2)

...
...

...
...

...
βi ,0(t j ) · · · βi ,k (t j ) · · · βi ,NP (t j )

...
...

...
...

...
βNs ,0(tNt ) · · · βNs ,k (tNt ) · · · βNs ,NP (tNt )

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(3.46)

can be computed according to eq. (3.32)

B = (ZT Z
)−1

ZT X, (3.47)

with the matrix Z defined by eq. (3.33).

Pseudo discrete projection (NISP)

Regarding to equation (3.36), the coefficients βk (r ,t ) can be calculated by
means of the inner products:

βk (r ,t ) = 1

‖Ψk (Q)‖2

∫
Ωd

x(r ,t ,Q)Ψk (Q)pQ (q)d q (3.48)

xk (r ,t ) is discretized in the spatial space according to eq. (2.11) and is rewrit-
ten in vector form:

βk (t ) = 1

‖Ψk (Q)‖2

∫
Ωd

xk (t ,Q)Ψk (Q)pQ (q)d q . (3.49)

The multidimensional integration can be computed by means of the sparse
grid quadrature (see section 3.2.4):

βk (t ) = 1

‖Ψk (Q)‖2

NQ∑
i=1

wiΨk (q i )xk (t ,q i ), (3.50)
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where q i , wi are the integration nodes and their corresponding weight,
while NQ is the number of integration points. In the implementation, this
is achieved by the following matrix multiplication:

B = X︸︷︷︸
(N×NQ)

matrix

·diag
([

w1, . . . ,w NQ])︸ ︷︷ ︸
(NQ×NQ)

matrix

· Z︸︷︷︸
(NQ×(NP+1))

matrix

·diag
([
γ0, . . . ,γNP

])︸ ︷︷ ︸
((NP+1)×(NP+1))

matrix

(3.51)

where

Z =

⎡
⎢⎢⎢⎢⎢⎢⎣

Ψ0(q1) · · · Ψk (q1) · · · ΨNP (q1)
...

. . .
...

...
...

Ψ0(q i ) · · · Ψk (q i ) · · · ΨNP (q i )
...

...
...

. . .
...

Ψ0(q NQ ) · · · Ψk (q NQ ) · · · ΨNP (q NQ )

⎤
⎥⎥⎥⎥⎥⎥⎦ . (3.52)

3.2.3 Discussion of the three computational methods
for calculating the gPC coefficients

As there are three computational methods for calculating the gPC coef-
ficients, it is a natural question to ask, which method should be used in
practice?

The stochastic Galerkin ensures that the residue of the projection is
orthogonal to the space spanned by the gPC basis functions. Its accuracy
is also optimal in L2 sense. The approximation errors of the method are
also well investigated. The convergence theory for the stochastic Galerkin
method can be found in [Bab04, LM10]. However, the main disadvantage
of the stochastic Galerkin method is that the existing deterministic code
cannot be used or has to be modified to compute the gPC coefficients.

The non-intrusive methods, namely the stochastic collocation and NISP,
on the contrary, are easier to implement. The methods are simple as they
need to generate a set of input nodes, running the existing deterministic
code of the original problem at the chosen input nodes, and constructing
the gPC coefficients.
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3.2 Uncertainty quantification with gPC

The stochastic collocation method is a sampling based method, whereas
the NISP is a deterministic method. In case of low or moderate number of
stochastic dimension d , the NISP is preferable, as the quadrature formula
can compute the integration exactly. However, the number of quadrature
nodes increases substantially with the stochastic dimension d . Therefore,
the stochastic collocation is preferable, in case of a large stochastic dimen-
sion d , as the convergence rate of sampling based methods is independent
of the stochastic dimension d .

However, there is still a lack of theoretical studies about the error estima-
tion and convergence rate of an approximation in general models for the
non-intrusive methods. By the stochastic collocation, an overfitting can
occur if the sample size Nr is too large [Cre09]. Similarly, the projection
error of NISP method is smaller for higher order of polynomial expansion
in many cases, but does not vanish in general. For some problems, the
projection error may become critical, if the expansion degree is too high.
In fact, for NISP there exists an optimal expansion degree P contributing
the lowest projection error [Cre09]. This optimal expansion degree P is
unknown in general. The selection of this degree or adaptive strategies to
find an optimal gPCE are mostly empirical or based on heuristic rules.

As one of the requirements of the developed framework for analyzing
and identification is to avoid new implementations of solver code and the
concerned applications deal with small or moderate number of parameters,
the NISP is the method mainly applied in this thesis as it is less complex to
implement. In practice, an acceptable error control can be achieved without
difficulty by the NISP with moderate expansion order in many engineering
applications. The main calculation of the NISP is the integration in eq.(3.37),
which is accomplished numerically in general. Numerical integration
methods are discussed in the following section.

3.2.4 Numerical integration methods

Both Galerkin and pseudospectral projection methods require the integrals
over the domain Ω⊂R

d in order to compute the coefficients β as shown in
the equations (3.29) and (3.37) respectively.

The analytical integration for most complex functions is difficult, espe-
cially for large stochastic dimension d . Therefore, numerical approxima-
tion of integrals is required. Numerical multi-dimensional integration can
be found in many fields and various methods have been proposed. Each
integration method possesses specific advantages and disadvantages, which
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3 Uncertainty Propagation Analysis and gPC

have to be taken into account when selecting one of them. In this section,
some of the common integration methods usually used in the UQ frame-
work are discussed, namely Monte-Carlo integration, Quasi-Monte-Carlo
integration, Tensorization of one-dimensional quadrature formula and Cu-
bature formula based on Smolyak’s formula.

Monte-Carlo Integration

The Monte-Carlo method belongs to the stochastic integration techniques.

In this method, the integral is approximated from samples ξr = [ξr
1 . . .ξr

d

]T ,
which are generated from the joint density pξ(ξ). For mutually independent
components ξα, one can independently sample from the marginal densities
pξα (ξα). For NMC samples, the Monte-Carlo algorithm approximates the
integral with

b∫
a

f (ξ)dξ≈ 1

NMC

NMC∑
r=1

f (ξr ). (3.53)

The law of large number ensures that the Monte-Carlo approximation
converges to the true value of the integral:

lim
NMC→∞

1

NMC

NMC∑
r=1

f (ξr ) =
a∫

b

f (ξ)dξ (3.54)

In case of finite NMC, the error of the approximated integral scales with
1�

NMC
, which does not depend on the number of dimensions d of the

integral and the smoothness of the integrand. This is the advantage of
Monte-Carlo integration against most deterministic methods that depend

on them. The convergence rate O
(

1�
NMC

)
is independent of the dimension

d , however it is still very low, which is the considerable disadvantage of the
method. Using more efficient sampling technique such as Latin Hypercube
Sampling [McK00] or Quasi-Monte-Carlo Sampling [Mor95] can improve
the convergence rates. However, these techniques are still not competitive
in case of low to moderate dimensions, where the deterministic methods,
such as tensored or sparse grid techniques, are advantageous.
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3.2 Uncertainty quantification with gPC

Deterministic quadrature method: univariate quadrature formulas

The most common technique for deterministic integration is called quadra-
ture. The quadrature rule is an approximation of definite integral of a func-
tion usually by a weighted sum of function values at specified points, also
called quadrature nodes in literature, within in the integration domain

1∫
−1

f (ξ)dξ≈Q f =
NQ∑
i=1

wi f (ξi ), (3.55)

where ξi and wi are the integration points and their corresponding weights
respectively, while NQ is the number of integration points. There are several
methods how to built a quadrature formula. The well known quadrature
formulas are e.g. Newton-Cotes, Clenshaw-Curtis or Gaussian Quadrature.

The Newton-Cotes formulas, also known as trapezoidal rule, use equi-
distant abscissas, which can be useful, if the integrand at equally spaced
points is given. The properties for a large number of points NQ are very bad.
The formulas do not converge for a general continuous integrand f .

Comparing to the Newton-Cotes formula the Clenshaw-Curtis formulas
are numerically more stable [Tre08]. The Clenshaw-Curtis formulas use the
roots or the extreme points of the Chebyshev polynomials as integration
points. The three main variations of integration points for the Clenshaw-
Curtis quadrature are:

• Fejer’s “first rule” [Fej33] : Chebyshev roots in (−1,1)

• Fejer’s “second rule” [Fej33]: Chebyshev extrema in (−1,1)

• Clenshaw and Curtis [Cle60]: Chebyshev extrema in [−1,1]

The first variant are also called “classical” Clenshaw-Curtis formula whereas
the third variant also known as “practical” Clenshaw-Curtis formula [Tre08].
The other variations of Clenshaw-Curtis quadrature can be found in [Not97].

One of the most important properties of quadrature formulas is the degree
of polynomial exactness. A quadrature formula has polynomial exactness
PE , if the quadratureQ f provides the exact value of the integral of f for all f
from the polynomials of degree PE . Both Newton-Cotes and the Clenshaw-
Curtis formulas have the degree of polynomial exactness of NQ−1.
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The Gaussian Quadrature, named after Carl Friedrich Gauss, is one of
the most significant quadrature formulas. The rule is constructed by
approximating the integrand by an interpolating polynomial using a speci-
fied number of points. The NQ-points Gauss quadrature rule has a degree
of polynomial exactness equal to 2NQ−1. Depending of the smoothness of
the function, the number of the points NQ can be determined to achieve the
exactness or to minimize the integration error. More details and comparison
of these quadrature rules can be found in [Tre08].

The integration can be expressed in a more general form by introducing a
positive weight function p(ξ) into the integrand and generalizing the interval
to [a,b]. Such an integral can be computed with an optimal accuracy by
the Gaussian quadrature rules, which are constructed by using orthogonal
polynomials with the weight p(ξ).

a∫
b

f (ξ)p(ξ)dξ≈
NQ∑
i=1

wi f (ξi ) (3.56)

This formulation corresponds to the inner product in eq. (3.29) and (3.37),
in which the weight function p(ξ) is interpreted as the probability density
function pξ(ξ). The correspondence between the Gauss quadrature formu-
las and certain types of pdfs is shown in table 3.3.

Distribution p(ξ) Interval X Weight Quadrature

Gaussian (−∞,∞) e−ξ2
Gauss-Hermite

Gamma [0,∞) e−ξ
ξαe−ξ for α>−1

Gauss-Laguerre

Generalized Gauss-Laguerre

Beta [−1,1] (1−ξ)α (1+ξ)β Gauss-Jacobi

Uniform [−1,1] 1 Gauss-Lengendre,

Clenshaw-Curtis or

Gauss- Patterson

Table 3.3: Quadrature formula corresponding to certain types of probability
distributions
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Changes of the interval and the parameters of pdf

The weights and the nodes of the quadrature formula are defined for the
distribution with the particularly parameter on the specific support interval,
for example [−1,1] in case of Gauss-Legendre quadrature. Computing the
integral over arbitrary interval of interest [a,b] needs a transformation:

ξ=χ(ζ), (3.57)

where χ(·) is the transformation function mapping from the ζ RV defined
on the specific support interval X to ξ RV defined on the arbitrary interval
Ω. The integral yields:∫

Ω

f (ξ)p(ξ)dξ=
∫
X

f (χ(ζ))p(χ(ζ))

∣∣∣∣dξ

dζ

∣∣∣∣dζ. (3.58)

The elaborated formulas of the transformations and the quadrature for the
distributions using in the gPCE can be found in appendix B.

Nested quadrature

For further discussion, the following notation is introduced to distinguish
formulas with different accuracy level and extending to multi-dimensional
integration:

Qd
l f =

NQd
l∑

i=1
wi f (ξi )

is the d-dimensional quadrature approximation of integrand f with the
accuracy level l ∈ N. The underlying grid of the quadrature formulas is

defined by the notation Θd
l =

{
ξ1

l , . . . ,ξ
NQd

l
l

}
.

For many applications, e.g. multi-dimensional integration or adaptive
quadrature, it is expedient that a quadrature rule is nested. A nested quadra-
ture rule is a quadrature rule, for which the node set of each formula is a
subset of the node set of its successors.

Θd
l ⊂Θd

l+1
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For example, the Clenshaw-Curtis quadrature is nested, but the Gauss for-
mulas are in general not nested. Patterson [Pat68] proposed a sequence of
nested Gauss quadrature formulas with maximal degree of exactness, by
iterating Kronrod’s scheme [Kro65] recursively. This quadrature formula is
known as Gauss-Patterson rule. The differences between the nested quadra-
ture and the normal quadrature are illustrated in figure 3.1. By the Gauss-
Patterson rule, which is a nested quadrature rule, the nodes of the lower
level are always found in the higher level. As the Gauss-Legendre is not a
nested quadrature, the level in the sense of a sparse grid is not defined. The
Gauss-Legendre with the same number of quadrature nodes is presented in
figure 3.1b. It can be seen that the nodes in higher level is not a subset of
the nodes from the lower level, except the middle point, and therefore the
Gauss-Legendre is not nested.

1

2

3

4

5

Position of quadrature points

le
ve

ll

(a) Gauss-Patterson formulas

1

3

7

15

31

Position of quadrature points

N
u

m
b

er
o

fp
o

in
ts

N
Q

(b) Gauss-Legendre formulas

Figure 3.1: Comparison of integration points of the Gauss-Legendre quadra-
ture (not nested) and Gauss-Patterson quadrature (nested) rule

Multi-dimensional numerical integration:

Tensor product formulation

The d-dimensional numerical integration can be constructed by tensoriza-
tion of the 1D Quadrature formulas (3.56).

Qd
l f =

(
Q1

l1
⊗·· ·⊗Q1

ld

)
f

=
NQl 1∑
i1=1

· · ·
NQl d∑
id=1

wi1
l1
· · ·w id

ld
· f
(
ξ1

i1 , · · · ,ξd
id
)

.
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With this formula, the total number of quadrature points is

NQd
l
=

d∏
α=1

NQlα , (3.59)

where NQlα is the number of quadrature point of the α-th dimension. In
order to distinguish the formula for the multi-dimensional numerical inte-
gration from quadrature formula for the univariate numerical integration,
the formula of the multi-dimensional numerical integration is called cuba-
ture in many literature. As an example, figure 3.2 illustrates the 2D cubature
rules constructed by tensored products of Gauss-Patterson quadrature.

Q1
0 ⊗Q1

2

Q1
0 ⊗Q1

1

Q1
0 ⊗Q1

0 Q1
1 ⊗Q1

0 Q1
2 ⊗Q1

0

Q1
1 ⊗Q1

1

Q1
2 ⊗Q1

2Q1
1 ⊗Q1

2

Q1
2 ⊗Q1

1

Figure 3.2: Illustration of 2D-cubature rules constructed by tensored pro-
ducts of Gauss-Patterson quadrature

Equation (3.59) exhibits that NQd
l

increases exponentially with increasing

dimension d . The convergence rate of error bounds decreases also signifi-
cantly as the dimension grows. The exponential growth in the required
number of quadrature points and the diminished convergence rate, referred
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to as “the curse of dimensionality”, results that the tensored cubature for-
mula, even if formulated based on the optimal quadrature formulas (Gauss
type), is of practical usefulness only for low dimensionality.

In fact, the cubatures resulting from full tensorization are non-optimal
as demonstrated in the simple example of an integral in two dimensions
shown in figure 3.3. The figure presents the monomials of two-dimensional
tensored products of the polynomial of order 5. If the required degree of
polynomial exactness (PE) is 5, only the monomials below the blue line
are required to approximate the integration. From this simple example,
the cubature rules by full tensorization involve higher monomials than
necessary (the monomials above the line PE = 5). It can be seen that their
degree of exactness could be actually achieved using a lower number of
nodes. This result motivates the usage of sparse grid quadrature techniques
for problems with moderate dimensionality.
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y5 x y5 x2 y5 x3 y5 x4 y5 x5 y5

PE = 5

Figure 3.3: Monomials of two-dimensional tensored products of the
polynomial of order 5

Sparse grid cubatures

The first sparse grid method was proposed by Smolyak [Smo63] in the con-
text of multi-dimensional quadrature and interpolation. Original goal of
the sparse grid method is to construct grids and weights that yield the same
accuracy as tensor product formulas but with a significantly reduced num-
ber of required nodes.
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The numerical integrations with sparse grids are proposed by several
authors. Novak and Ritter proposed the application of sparse grids to
numerical integration using the the Clenshaw-Curtis rule [Nov96]. Gerstner
and Gribel concluded that the sparse grid with Gauss-Patterson formulas
perform best in comparison to Gauss-Legendre, Clenshaw-Curtis or trape-
zoidal formulas by considering the ratio of necessary function evaluations
and accuracy [Ger98].

Sparse grid construction

Consider a family of 1D-quadrature rules Q1
l f as in eq. (3.55) with the 1D

nodal points set Θ1
l = {ξ1

l , . . . ,ξn
l

}
. The sparse grid S (L,d) for level L and

dimension d is:

S (L,d) =
∑

L−d+1≤|l |≤L

(−1)L−|l | ·
(

d −1

L− ∣∣l ∣∣
)(
Q1

l1
⊗·· ·⊗Q1

ld

)
, (3.60)

where l is the multi-index level of the component rules used and
∣∣l ∣∣ =∑d

j=1 l j and the nodal set for the sparse grid is

H (L,d) = ⋃
L−d+1≤|l |≤L

Θ1
l1
×·· ·×Θ1

ld
. (3.61)

To demonstrate the formula, an example is presented here. Using eq. (3.60)
the two-dimensional, level 2 sparse grid S (2,2) is constructed as

S (2,2) = (Q1
2 ⊗Q1

0

)+ (Q1
0 ⊗Q1

2

)+ (Q1
1 ⊗Q1

1

)− (Q1
0 ⊗Q1

1

)− (Q1
1 ⊗Q1

0

)
.

The nodes of the sparse grid S (2,2) are presented in figure 3.4. The sparse
grid S (2,2) has 17 nodes (7+7+9−3−3) compared to 49 nodes (7×7) of
the tensored product quadrature formula Q1

2 ⊗Q1
2 (cf. figure 3.2).

In this thesis, the calculation of nodes and weights of sparse grid quadra-
ture is based on the implementation of Sparse Grid Mixed Growth Anisotropic
Rules by Burkardt [Bur]. The reader is referred to [Bur, Nov96, Ger98] for
more information about sparse grids and calculation of their weights.
The discussion about the usage of sparse grids in UQ can be found in
[LM10, Smi13, Xiu05].

67



3 Uncertainty Propagation Analysis and gPC

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

Figure 3.4: Nodes of the two-dimensional, level 2 sparse grid S (2,2)

3.3 Software for the gPC framework

Analyzing the system with UQ allows one to see new aspects of the system
behavior. The pdf and the statistical quantities of the system responses are
very useful information for the user to understand the system behavior and
optimize plants and the control strategies. In practice, the model is often
implemented in the form of a deterministic solver program. As mentioned
in the chapter 1, the sampling-based methods such as Monte-Carlo are
generally adopted to assess the pdf of the system responses. The methods
are straightforward by solving the modelMs

(
x(r ,t ),q

)
for input realizations

from the distribution p(q), which normally needs extensive computation.
The gPC is an efficient approach to approximate the pdf and the statistical

moments of the system responses. As discussed in section 3.1, the statistical
moments can be determined directly from the coefficients. The pdf of the
system responses can be approximated by using the gPC as surrogate model,
which is computationally cheaper than a full model computation.

The implementation of gPC consists of selecting appropriate orthogonal
polynomials and computing their corresponding coefficients. Regarding the
pdf of the uncertain parameters (see table 3.4), the orthogonal polynomials
are established by the equation (3.8). The corresponding coefficients are
calculated as discussed in section 3.2.1.

In the course of the thesis, a gPC software package for the framework
has been developed. In order to limit the developing effort and avoid the
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3.3 Software for the gPC framework

modification of existing deterministic solver code, one of the primary re-
quirement of the software package is that it can work with any already
existing deterministic solver. Hence, the non-intrusive approach is adopted
in the implementation as discussed in section 3.2.3.
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Figure 3.5: Scheme of the software system for gPC framework

The software package is implemented under the MATLAB environment in
form of a toolbox with visualization functions. The interaction between
the gPC-toolbox and third party programs (i.e. existing FEM, CFD code
etc.) is done by the manipulation of the input and output interface of the
deterministic solver code.

The scheme of the software system is illustrated in figure 3.5. The pro-
cedure begins with defining the parameter uncertainties. In the current
software version, the parameters are assumed to be independent. The
parameter uncertainty is defined by the marginal probability density func-
tion of each parameter. The current software version supports four types of
pdfs regarding the gPCE, namely uniform, normal, gamma and beta distri-
bution. The software user sets the type of pdf of each parameter with the
corresponding pdf parameters in the software. The marginal distributions
are labeled with the parameter name, so that the software interfaces with
third party programs.
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3 Uncertainty Propagation Analysis and gPC

The multi-dimensional gPC orthogonal basis polynomials are constructed
as stated in (3.8). The one-dimensional polynomials are determined based
on the pdf of each uncertain parameter regarding to the table 3.4. The
polynomial order P is decided by the user. The other types of basis functions
such as wavelets or Padé-Legendre are also possible, but they are out of
scope of the thesis.

The software allows two non-intrusive methods, namely the least-squares
approximation and the NISP method. According to the concerned appli-
cations, where the stochastic dimension is small or moderate, the NISP
method is preferable because of its deterministic nature. The level of ac-
curacy of the quadrature formula can be determined directly from the ex-
pansion polynomial order. In order that the quadrature can compute the
integral (3.37) exactly, the program determines the level of the quadrature
formula, so that the polynomial exactness of the quadrature formula is more
than 2P .

The calculation of integration points and weights for the sparse grid
quadrature in this thesis is based on the implementation of Sparse Grid
Mixed Growth Anisotropic Rules by Burkardt [Bur]. The system responses
of the model and the input parameters are predefined in the interface part
between the software and the third party programs. The software runs
the deterministic solver at the transformed quadrature nodes. Then, the
gPC coefficients are computed by NISP method described in section 3.2.2.
All correspondences between the information about the parameters, the
probability distributions according to the Maximum Entropy Principle, the
gPC basis polynomials and the quadrature rules used in the developed
framework are summarized in table 3.4.

Information about qi MaxEnt pdf

pQi
(qi )

gPC basis

Polynomial

Quadrature

mean μ, standard deviation σ Gaussian Hermite Gauss-Hermite

minimum a, maximum b Uniform Legendre Gauss-Patterson

qi > 0, mean μ Gamma Laguerre Gauss-Laguerre

Table 3.4: Correspondence between the information about the parameters,
the probability distributions according to the Maximum Entropy Principle,
the gPC basis polynomials and the quadrature rules
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3.4 Performance evaluation of uncertainty propagation using gPC

As the gPC approximation, consisting of the orthogonal polynomials and
the corresponding coefficients, is obtained, the system analysis can be
conducted. The gPC approximation can be used to assess the pdf of the
quantities of interest. The sensitivity indices can be computed from the
gPC coefficients to find the influence of each parameter. The sensitivity
analysis with gPC is discussed in chapter 4. The gPC can be also used
as a surrogate model, e.g. for the Bayesian inverse problem solving as
discussed in chapter 5. In the following section, the application of gPC to
the uncertainty propagation is presented.

3.4 Performance evaluation of uncertainty

propagation using gPC by means of a

numerical example

To illustrate the computation method using gPC, the gPCE is applied to
the neutron diffusion equation from [Cac14a] as an example. The equation
describes neutron diffusion in a one-dimensional pool of water containing
distributed neutron sources, as would be typical for a long and deep spent-
fuel storage pool. Cacuci conducted the sensitivity analysis to the model and
uses the sensitivity to calibrate the parameters. In this chapter, the gPCE is
performed to compute the uncertainty propagation. The sensitivity analysis
and the parameter calibration of the example are discussed in chapters 4
and 5 respectively.

Considering the diffusion of monoenergetic neutrons due to uniform
distributed sources of strength S neutrons/cm3 · s within a slab of material
with thickness 2a, this reactor problem can be described mathematically
with the differential equation

Σaϕ−D
∂2ϕ

∂x2 = S, x ∈ (−a,a), (3.62)

where ϕ(x) denotes the neutron flux, D is the diffusion coefficient, Σa

denotes the macroscopic absorption cross section, and S is the distributed
source term. The boundary conditions are:

ϕ(±a) = 0. (3.63)
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3 Uncertainty Propagation Analysis and gPC

The typical system response for the neutron diffusion problem is the number
of neutrons measured by the detector of width Σd located at x = b

y =Σdϕ(b). (3.64)

Equation (3.62) is considered as a special case of the convection-diffusion
equation (2.6) by considering the steady state with zero velocity v = 0.

The relevant parameters in this example are collected in the parameter
vector

q = [Σa ,D,S,Σd ]T . (3.65)

The analytical solution of the BVP is:

ϕ(x) = S

Σa

(
1− cosh(xk)

cosh(ak)

)
, k =

√
Σa/D . (3.66)

It is noted that the analytical solution for DPSs is not available in general.
The example with the available analytical solution is chosen, in order that it
is possible to evaluate the method. The parameters in the example are con-
sidered to be uncertain with the following data: The nominal values of the
parameter are Σ0

a = 0.0197 cm−1, D0 = 0.16 cm, S0 = 107neutrons cm−3s−1

and Σ0
d = 7.438 cm−1. The uncertainties are given by the following rela-

tive standard deviations: ΔΣ0
a/Σ0

a = 5%, ΔS0/S0 = 15%, ΔD0/D0 = 5% and
ΔΣ0

d /Σ0
d = 10%. All parameters are assumed to be independent.

In the developed framework, the uncertain parameters are considered as
the random vector. Regarding the maximum entropy principle (see section
2.1.5), the pdf of the RV is normal distribution as follows:

Q ∼N
(
q0,CQ

)
q0 = [0.0197 0.16 107 7.438

]T

CQ =

⎡
⎢⎢⎣

(9.85×10−5)2 0 0 0
0 (8.0×10−3)2 0 0
0 0 (1.5×106)2 0
0 0 0 (7.44×10−1)2

⎤
⎥⎥⎦

The sampling-based method of the uncertainty propagation is achieved by
sampling Nsamp realizations from N

(
q0,CQ

)
and then solving the equations

(3.62) and (3.64) for all realizations to assess the pdf of the system responses.
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3.4 Performance evaluation of uncertainty propagation using gPC

The mean values and the 2σ intervals of the sampling-based uncertainty
propagation results with different numbers of realizations are presented in
figure 3.6. The figure shows that the results depend on the sample num-
ber and a large number of realizations is required in order to achieve the
good approximated solution. Such a UQ computation with a sampling-
based method is only affordable in case of a model with a relatively low
computational complexity.
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Figure 3.6: Uncertainty of the neutron response along the x-coordinate, the
mean values (solid lines) and the 2σ intervals (dashed lines) calculated by the
sampling-based method

In contrast, the number of model calculations with the gPC method depends
on the number of the quadrature points. The number of the quadrature
points can be determined from the desired polynomial exactness of the inte-
gral of equation (3.37). In order to calculate the integral

∫
y(ξ)Ψk (ξ)pξ(ξ)dξ,

the polynomial exactness of the quadrature rule must be more than the
polynomial order of the integrand y(ξ)Ψk (ξ). When the system response is
approximated by the gPC of order P , the appropriate approximation of the
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3 Uncertainty Propagation Analysis and gPC

integrand is a polynomial of degree 2P . Table 3.5 demonstrates the node
number and the polynomial exactness of the univariate Gauss-Hermite
quadrature (GHQ) rule.

Accuracy level l 0 1 2 3 4 5
Number of univariate GHQ nodes
N 1

l = 2l +1
1 3 5 7 9 11

Polynomial exactness of GHQ rule
2N 1

l −1
1 5 9 13 17 21

Table 3.5: Number of nodes and the polynomial exactness of the univariate
Gauss-Hermite Quadrature (GHQ) rule with respect to the level of accuracy

For multi-dimensional integrals, the sparse grid quadrature is more efficient,
but the sparse grid construction requires a nested quadrature rule, whereas
GHQs are not nested. However, GHQ is known to be accurate so that there
can be tradeoff. Burkardt’s algorithm [Bur] constructs a GHQ sparse grid by
grouping nearby nodes as a weighted node.

In this example, the gPC approximations of various polynomial orders are
computed. The number of the gPC coefficients regarding to the polynomial
order and the required sparse grid level including their node numbers are
presented in table 3.6.

Order of Polynomial
expansionP

0 1 2 3 4 5 6 7 8

Number of gPC
coefficients

1 5 15 35 70 126 210 330 495

Required polynomial
exactness (2P )

0 2 4 6 8 10 12 14 16

Sparse grid level 0 1 1 2 2 3 3 4 4
Polynomial exactness
of sparse grid

1 5 5 9 9 13 13 17 17

Number of sparse grid
GHQ nodes

1 9 9 49 49 201 201 681 681

Table 3.6: Number of the gPC coefficients and the required polynomial exact-
ness of quadrature rules in order to compute the coefficients with respect to
the polynomial expansion order, compared with the number of sparse grid
nodes of Gauss-Hermite Quadrature (GHQ) and their polynomial exactness
with respect to the sparse grid level
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3.4 Performance evaluation of uncertainty propagation using gPC

The mean values and 2σ interval resulted by different gPC order are demon-
strated in figure 3.7. The mean value and the standard deviation can be
computed from the gPC coefficients using equations (3.14) and (3.15). The
difference between the different polynomial order approximations are so
small that they cannot be observed here. The results of the gPC method
are also in extremely good agreement with the result of the sampling-based
method with a large sample number. This shows how efficient the gPC
approximation is. The gPC method with sparse grid requires less than hun-
dred model calculations and can calculate an equivalent result as from the
sampling-based method with more than 10000 model calculations in order
to achieve the required accuracy.
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Figure 3.7: Uncertainty of the response along the x-coordinate, the mean
values (solid lines) and the 2σ intervals (dashed lines) calculated by gPC

The mean values and the standard deviations of the system response y =
Σdϕ(10cm) for all tests are shown in table 3.7. The result by MC-simulation
with Nsamp = 106 serves as reference. It can be seen that the gPC can ap-
proximate the mean value accurately with only the polynomial order of
P = 2, whereas the sampling-based method needs at least sample size
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3 Uncertainty Propagation Analysis and gPC

of Nsamp = 50000 in order to achieve the same level of accuracy. For the
standard deviation, the gPC with P = 8, which needs to solve the model only
681 times, provides the same accuracy level of the sampling-based method
with Nsamp = 106. It should be noted that the results of the sampling-based
method for a low sample numbers vary depending on the sampled realiza-
tions. The method in [Cac14a] is a local expansion-based method, which
expands the system response to first-order Taylor series by using the Jacobi
matrix. As it is a linear approximation, the method result in a Gauss distribu-
tion determined by the mean and the standard deviation. The mean value
and the standard deviation of Cacuci’s method has the accuracy level about
the accuracy of the sampling-based method with Nsamp = 10000.

Methods mean standard deviation
MC Nsamp = 100 3.694×109 7.030×108

MC Nsamp = 500 3.735×109 7.011×108

MC Nsamp = 1000 3.750×109 6.925×108

MC Nsamp = 5000 3.778×109 7.088×108

MC Nsamp = 10000 3.777×109 7.075×108

MC Nsamp = 50000 3.784×109 7.161×108

MC Nsamp = 1000000 3.785×109 7.115×108

gPC P = 2 3.785×109 7.070×108

gPC P = 4 3.785×109 7.147×108

gPC P = 6 3.785×109 7.124×108

gPC P = 8 3.785×109 7.116×108

Method in [Cac14a] 3.77×109 7.057×108

Table 3.7: The mean and the standard deviation results by the Monte-Carlo
(MC) method with different sampling numbers Nsamp compared to the gener-
alized polynomial chaos (gPC) method with different expansion orders P and
the result in [Cac14a]

Figure 3.8 shows the approximation of pdf of response y =Σdϕ(x = 10cm) by
the gPC method, the sampling-based method and the method in [Cac14a].
The histogram obtained by MC-simulation with Nsamp = 106 should serve
as reference pdf. The Gauss distribution regarding the mean and standard
deviation from [Cac14a] is also illustrated for comparison.

The gPC of order P = 8 is noticeably accurate regardless of much lower
computational effort compared to the sampling based method. As shown
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3.4 Performance evaluation of uncertainty propagation using gPC

in table 3.6, the gPC of order P = 8 required only 681 evaluations. The
sampling-based method with similar effort, presented by the result of MC
with Nsamp = 103, cannot provide the comparable result.

From this example, one could see the potential of the gPC method. The
gPC approximation requires a much lower number of evaluations. The
method is very useful in case of an extensive computational model, where a
large number of evaluations is not acceptable. The local expansion-based
method proposed in [Cac14a, Cac14b, Bad12, Ars14] does not need repeated
calculations. However, the method requires derivatives of system responses
to establish a Jacobi matrix, which could be difficult, when analytical solu-
tions are not available. This issue is related to the sensitivity analysis, which
is discussed in the next chapter.
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4

Sensitivity Analysis

Comprehension of the intrinsic relationships between model inputs, model
outputs and model parameters is an important information for the model
user. Knowing the relative uncertainty in a model with different sets of
parameters and input data should contribute to a better understanding
of the relationships between model assumptions, parameters, inputs, and
model predictions. Sensitivity Analysis (SA) is the study of how the uncer-
tainty in the system responses can be apportioned to different sources of
the input uncertainties.

The term Sensitivity analysis has different connotations in various scien-
tific communities. Morgan et al. [Mor92] give a broad definition of sensitiv-
ity analysis as the determination of how a change in any aspect of the model
changes any predicted model output. According to the definition, the mean-
ing of the change of the model could be very broad from the specification of
the system and the surrounding to the model parameters. In this thesis the
model changes due to the parameter changes is considered, and the model
output is mathematically defined as an operator on the system state vector
as mentioned in section 2.1.3. Therefore, the objective of sensitivity analysis
can be viewed as quantifying the relative contributions due to individual
parameters and determining how variations in parameters affect the system
responses.

Apart from improving the understanding of the system, the information
about the sensitivity of the model parameters are most commonly used
in system design, optimization, and model calibration. For example, one
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could consider how all parameters affect the performance or reliability of
the system. Some insensitive parameters can be fixed in the optimization of
model calibration since their variation minimally influences outputs.

The methods for sensitivity analysis can be classified in two groups as
local and global sensitivity analysis. The objective of local SA is to analyze
the behavior of the system responses locally around a chosen point or
trajectory. On the other hand, the objective of global SA is to determine
all the global variation of a system response over the entire range of input
values. Many methods for both local and global SA have been proposed;
however, applying SA to the DPS have some challenges w.r.t. computation.
This chapter gives a brief introduction to methods of both groups. Then,
the challenges of the sensitivity analysis computation for DPS are discussed
and their solutions are also proposed with numerical examples.

4.1 Local sensitivity analysis

Cacuci [Cac03] gives a description of Local Sensitivity Analysis (LSA) as
analyzing the behavior of the system responses locally around a chosen
point or trajectory in the combined phase space of parameters and state
variables. Mostly, the chosen point or the chosen trajectory are a nomi-
nal value or nominal trajectory. The local sensitivity is defined as a local
measure of given inputs or parameters on determined outputs. This is typi-
cally achieved by the derivative of the response with respect to each of the
individual parameters qi .

The definition of a local sensitivity Si of an output variable y to a parame-
ter qi is defined by the derivative of y with respect to the variable qi at the
nominal value q0

i by the equation

Si = ∂y

∂qi

∣∣∣∣
qi=q0

i

. (4.1)

In simple words, the local sensitivity is the slope around a chosen point or a
chosen trajectory.

In case of the n-dimensional vector output y and the d-dimensional
vector parameter q , the derivative of the system response is described by the
Jacobi Matrix. In the course of sensitivity analysis, this matrix is sometimes
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4.1 Local sensitivity analysis

called sensitivity matrix. The Jacobi matrix is the matrix of all first-order
partial derivatives of a vector-valued function.

J =

⎡
⎢⎢⎣

∂y1
∂q1

· · · ∂y1
∂qd

...
. . .

...
∂yn
∂q1

· · · ∂yn
∂qd

⎤
⎥⎥⎦ (4.2)

In case of DPS, the perturbation can be spatially distributed, The derivative
(4.1) should be generalized by directional derivatives. Using the Gâteaux
derivative, the local sensitivity of a system output is defined as:

δy = lim
ε→0

y(q0 +εh)− y(q0)

ε
, (4.3)

where the variation h defines how the system is varied.
The sensitivity (4.3) can be calculated using three techniques: (a) finite

difference approximation, (b) automatic differentiation, or (c) solving the
sensitivity equation.

The most elementary is to approximate the derivative using the finite
difference relations:

∂y(q)

∂q
≈

⎧⎪⎪⎨
⎪⎪⎩

y(q+εh)−y(q)
ε forward difference

y(q+ ε
2 h)−y(q− ε

2 h)
ε central difference

y(q)−y(q−εh)
ε backward difference

(4.4)

However, this method has the difficulty that the accuracy of (4.4) is highly
dependent on the choice of ε, which also must be correctly scaled according
to the magnitude of q . Cacuci suggests using the δq = εh of the order of 1 %
from its nominal values q0 [Cac03].

For certain problems, automatic differentiation (AD) can be used to cal-
culate the sensitivity. This approach exploits the fact that every computer
program executes a sequence of elementary arithmetic operations (e.g.
addition, subtraction, multiplication and division) and elementary func-
tions (exponential, logarithms, etc.). AD decomposes the complex operator
into a combination of elementary arithmetic operations and function evalu-
ations and then computes the derivatives of arbitrary order by applying the
chain rule to these operations. More detail about the automatic differentia-
tion and its implementation can be found in [Nei10].
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Another option is to calculate the sensitivity δy from the sensitivity equa-
tion. By using the Gâteaux variation with the perturbation method, the
sensitivity equation can be formulated from the system equation. Solving
the sensitivity equation yields the sensitivity δy as result. Cacuci proposed
an approach named Forward Sensitivity Analysis Procedure (FSAP). In case
that the number of the considered parameters is higher than the number
of the model outputs, the extensive computation of the forward model can
be relieved by formulating the adjoint operator and use it to calculate the
sensitivity. This method is known as Adjoint Sensitivity Analysis Procedure
(ASAP). More detail about these two methods are discussed explicitly in
[Cac03], [Cac05].

For the AD and sensitivity equation techniques, the closed form of the
solution is required to compute the sensitivity. In most practical cases of
DPS, the analytical closed form solution is not available as mentioned in
the chapter 2. The approximation with the finite difference method has
its drawback of the dependence on the choice of ε. As one of the contribu-
tions of this thesis, the computation of the sensitivity by means of the gPC
approximation is proposed, which is discussed in the following.

4.2 Computation the local sensitivity

by the gPC approximation

As discussed in the chapter 3, the gPC approximation can be used as a
surrogate model. The main idea of this approximation method is using the
gPC as the response surface of the output regarding to the parameters. The
system responses are assumed smooth with respect to the parameter space,
which should not be a crucial limitation w.r.t. the DPSs considered in this
work. Using the orthogonality properties of the polynomials, the derivative
of the system response can be derived from the derivative of the orthogonal
polynomials.

Given the DPS with the system response y depending on the parameter
vector q , each parameter qi in the parameter vector q is uncertain and
assumed to be distributed uniformly in its uncertain range, given by the
model user. Then, the P order gPC approximation of the considered system
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responses y with respect to the considered d-dimensional parameter vector
q is constructed.

y P (q) =
NP∑
|i |=0

βiΨi (q1, q2, . . . , qd ) (4.5)

The multi-dimensional PC basis functions Ψi are constructed from the 1D-
Legendre polynomials according to equation (3.9). The coefficients vector
βi are calculated with the NISP method as mentioned in section 3.2. The
local sensitivity analysis method involves taking the partial derivatives of
system response with respect to a parameter qa at some fixed point q 0 in the
parameter space. This derivative indicates the sensitivity to the parameter
qa at fixed point q 0.

Using gPC approximation, the partial derivative with respect to an input
variable qa can be approximated as follows:

∂y P

∂qa
(q0) = ∑

i∈AT
a

βi

∣∣∣∣∂Ψi (q)

∂qa

∣∣∣∣
q0

, (4.6)

where A is the set of multi-indices i of the truncated expansion, AT
a :={

i ∈A, ia > 0
}

is the subset of A, where ia is larger than zero. The derivative
of the termsβiΨi (q) with ia = 0 is equal to zero, because they do not depend
on the parameter qa .

To illustrate the computation of sensitivity by the gPC approximation, this
method is applied to the available example of the conventional LSA from
the Cacuci’s work [Cac14a]. In the paper, Cacuci applies his LSA method
to the neutron diffusion equation and uses the sensitivity to calibrate the
parameter. The details about the parameter calibration related the example
will be discussed in the chapter 5.

4.2.1 Performance evaluation of local sensitivity
analysis computation using gPC by means of
numerical example

In this subsection, the proposed gPC approach to compute the sensitivity
is applied to the example described in 3.4. As the analytical solution is
available in this case, the local sensitivities can be calculated directly by
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the partial derivatives. The analytical expression of sensitivities w.r.t. each
parameter at the nominal parameter q 0 = [Σ0

a ,D0,S0,Σ0
d ]T are [Cac14a]:

∂y

∂S
= Σ0

d

Σ0
a

(
1− cosh(bk)

cosh(ak)

)
, (4.7)

∂y

∂Σd
= S0

Σ0
d

(
1− cosh(bk)

cosh(ak)

)
, (4.8)

∂y

∂Σa
=− S0Σ0

d

(Σ0
a)2

(
1− cosh(bk)

cosh(ak)

)
+ 1

2
√

D0Σ0
d

S0Σ0
d

Σ0
d

C , (4.9)

∂y

∂D
= 1

2

√
Σ0

a

D0

S0Σ0
d

D0σ0
a

C , (4.10)

with the constant C :

C = a sinh(ak)cosh(bk)−b sinh(bk)cosh(ak)

(cosh(ak))2 .

The system response remains the neutron flux ϕ at the position x = 10 cm.
The gPC approximation of the model is constructed in the same way as the
example in section 3.4, with the difference, that the parameter uncertainties
are determined to be uniformly distributed in the range [q 0−3Δq ,q 0+3Δq],
where Δq = [ΔΣ0

a ,ΔD0,ΔS0,ΔΣ0
d ]T (cf. section 3.4). The gPC approximation

of the uniform distribution possesses naturally the Gibbs artifact at the
bounds of the interval. Therefore, the intervals of the parameter space is
expanded to 3Δq , although the gPC approximation is intentionally applied
in the study range [q 0−Δq ,q 0+Δq] in order to avoid the Gibbs phenomenon
at the bounds. Then, the gPC approximations of the derivatives with respect
to each parameter is computed by equation 4.6.

As the gPC approximations of the derivatives with respect to each pa-
rameter result in a similar manner, the sensitivity of the parameter Σa is
discussed here as an instance. Figure 4.1 shows the comparison of the
gPC approximation of the sensitivity of the parameter Σa in the interval
[Σ0

a ±ΔΣ0
a]. Figure 4.1a reveals the agreement between the analytic solution

and the gPC approximation of order P = 4 and P = 7 of the sensitivity. To
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4.2 Computation the local sensitivity by the gPC approximation

evaluate the approximation for all parameters, the following relative error is
used as a measure of the approximation:

erel :=
∣∣SgPC −San

∣∣
|San|

. (4.11)

Figure 4.1b shows the relative errors between the approximation and analyti-
cal values. The gPC P = 7 provide a very accurate approximation with the
relative error about 10−7. The gPC P = 4 has a lower accuracy, but it is also
required a lower number of model evaluation to construct.
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(a) Sensitivity of the parameter Σa by gPC approximation P = 4,
P = 7, and analytical solution
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(b) Relative error of the approximation of the sensitivity by gPC in
logarithmic scale

Figure 4.1: Comparison of the gPC approximation of the sensitivity of the
parameter Σa with the analytic calculation
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Figure 4.2 shows the relative error of the gPC approximation of the sen-
sitivity of all parameters in logarithmic scale with respect to the the gPC
order P . The upper plot of figure 4.2 presents the relative error of the gPC
approximation of the sensitivities at the nominal value q 0 = [Σ0

a ,D0,S0,Σ0
d ]T .

The relative error at tensorization points are evaluated and then averaged.
The average relative error is presented in the lower plot. Both plots exhibit
the convergence of the gPC approximation of the sensitivity. The approxi-
mations of the sensitivity of the parameter D have the largest relative error
compared to the other parameters. This may be caused by the complexity
of the analytical formula, which requires higher orders of the polynomial to
imitate. However, the magnitude of the relative error of 10−4 for the polyno-
mial of the order 4 should be sufficient for common applications.
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Figure 4.2: Error of the approximation of the derivative by the gPC with
respect to the polynomial order P

In conclusion, this example shows that the local sensitivities approximated
by the gPC give a satisfactory result. The error of the approximation depends
on the order of the gPC and the complexity of the function. The main
advantage of this method is that it considers the system as a black-box and
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does not need any analytical solution to calculate the derivative, which is
usually not available for DPS. The information about the sensitivity of the
system at various points in the parameter space is a useful information
for the model user to understand the system behavior and can be used to
optimize or improve the model.

4.3 Global sensitivity analysis

The Global Sensitivity Analysis (GSA) is the study of the global variation of a
system response with regard to the input parameters. In contrast to the local
sensitivity analysis, where inputs are varied about a nominal value, in global
sensitivity analysis uncertainties caused by combinations of parameters
throughout the permissible parameter space are examined.

Many global sensitivity analysis approaches have been proposed in the
UQ community. Iooss reviews most of GSA methods in [Ioo15]. In the
review, the author concludes the GSA methods in figure 4.3. Most of the GSA
methods are categorized in two groups according to the paper, i.e. screen-
ing methods and variance-based methods. The screening methods focus
on the identification of non-influential variables among a large number of
input variables. In contrast, the variance-based methods are more precise
and can provide quantitative relative importance of each parameter. The
variance-based methods, therefore, require larger number of model eval-
uations compared to the screening methods, as indicated in figure 4.3. In
the review, the authors locate the GSA methods based on their assumptions
about the model complexity and regularity.

De Rocquigny [dR08] have proposed a decision tree flow chart (see figure
4.4) to help the practitioners choose the appropriate SA method for their
problems. For our application, the relative importance of the model para-
meters is necessary to understanding the system behavior. Furthermore, the
number of considered model parameters is not so large. According to these
conditions, but without considering to the computational cost of the model
evaluation, the Sobol method is the most appropriate method and also
discussed explicitly in this thesis. The Sobol method is suitable for models
with low computational cost. However, this computational cost issue can
be solved with the generalized Polynomial Chaos expansion, which will be
discussed next in this chapter. Readers interested in other global sensitivity
analysis approaches are referred to [Sal04], [Ioo15] and references therein.
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Figure 4.3: Classification of Global Sensitivity Analysis methods from [Ioo15]

Figure 4.4: Decision diagram for choosing a GSA method from [dR08]
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4.3.1 Sobol functional decomposition

The Sobol method is a variance-based global sensitivity analysis technique
that has been applied to assess the relative importance of input parameters
on the output. It results the Sobol sensitivity index as a normalized measure
to determine the inputs importance. The method is based on the Sobol
decomposition. The derivative of the Sobol decomposition discussed in the
following is summarized from [Cre09], [Smi13] and [Sud08].

Considering the output y depending on the parameter vector q , whose
relation is described by some nonlinear model y = f (q). The parameter
vector q is considered to be uncertain and therefore modeled as a vector of
random variables a known distribution. The random variable vector Q is
composed of d independent and identically distributed RVs qk with ranges
Ωk and pdfs pQk (qk ). The range for the random vector Q are then

Ω=
d×

k=1
Ωk . (4.12)

Since the Qk are independent, the joint density of Q is

pQ (q) =
d∏

k=1
pQk (qk ).

The distributions are assumed to be identical here only for the sake of
the simplicity of notation. These relations can be extended to different
distributions without difficulty.

The output Y is also a random variable and the nonlinear function f (·) is
a mapping q ∈Ω→L2

(
Ω,pQ (q)

)
. For every function f ∈L2

(
Ω,pQ (q)

)
, the

Sobol functional decomposition of f is then

f (q) = ∑
A⊆{1,2,...,d}

fA
(
qA

)
, (4.13)

where A= {i1, . . . ,is } is a set of integers with cardinality s = card(A), qA =[
qi1 , . . . ,qis

]T , and f� := f0. Each of the 2d functions fA of the decomposi-
tion, except for f�, is assumed to satisfy∫

Ωk

fA
(
qA

)
pQk (qk )d qk = 0, ∀A � k. (4.14)
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This implies the orthogonality of the function fA in the following sense:∫
Ω

fA
(
qA

)
fB
(
qB
)

pQ (q)d q = 0, ∀A �=B. (4.15)

According to assumption (4.14), the Sobol decomposition is unique and the
components of the function are computed by the relation:

fA
(
qA

)= ∫
Ωd−s

f (q)pQ (q∼A)d q∼A− ∑
B⊂A
B �=A

fB(qB), (4.16)

where q∼A denotes the vector having all the components of q except for
those in the set A, for example

q∼{i } = [q1, . . . ,qi−1,qi+1, . . . ,qd ]. (4.17)

4.3.2 Sobol sensitivity indices

The response Y = f (Q) has the variance σ2 defined as

σ2 := Var(Y ) =
∫
Ω

f 2(q)pQ (q)d q − f 2
0 . (4.18)

Due to the orthogonality of the functions decomposed by the Sobol expan-
sion, the variance can be expressed as

σ2 = ∑
A⊂{1,2,...,d}

A �=�

σ2
A, (4.19)

where σ2
A is the partial variance defined as

σ2
A =

∫
Ωs

f 2
A(qA)pQA (qA)d qA.

σ2
A can be expressed as a combination of conditional variances:

σ2
A = var(E(Y |qA))− ∑

B⊂A
B �=A,B �=�

σ2
B. (4.20)
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The Sobol indices or variance-based sensitivity indicies are defined to be

SA :=
σ2
A

σ2 , (4.21)

so that
∑

A⊆{1,2,...,d}
A �=�

SA = 1. (4.22)

These indices express the share of the variance of Y caused by of the given
parameters. Each of Sobol sensitivity indices SA is a sensitivity measure
describing the variance due to the uncertainties in the set of the input para-
meters A. The first-order indices Si (card(A) = 1) represent the influence of
each parameter taken alone, whereas the higher-order indices (card(A) > 1)
give the sensitivity measures of the variance of Y due to the interaction
between the parameters qA, without taking into account the effect of the
parameters qB for B ⊂A and B �=A. For example the second-order sensiti-
vity index Si , j , indicates the sensitivity of Y due to the interaction between
qi and q j , without taking into account the effect of each parameter sepa-
rately, which are on the other hand measured by Si and S j .

To illustrate the Sobol method, the Sobol decomposition of a function of
three RVs Y = f (Q1,Q2,Q3) is demonstrated as an example. According to
equation (4.13), the Sobol expansion of the given function is:

f (Q1,Q2,Q3) = f0 (mean response)

+ f1(Q1)+ f2(Q2)+ f3(Q3) (first-order)

+ f12(Q1,Q2)+ f13(Q1,Q3)+ f23(Q2,Q3) (second-order)

+ f123(Q1,Q2,Q3). (third-order)

The total variance σ2 of the response Y can be expressed as:

σ2 =σ2
{1} +σ2

{2} +σ2
{3} +σ2

{1,2} +σ2
{1,3} +σ2

{2,3} +σ2
{1,2,3}.

where the partial variances are given by:

σ2
{i } =

∫
Ωi

f 2
i (qi )pQi (qi )d qi for first-order,

σ2
{i , j } =

∫
Ωi

∫
Ω j

f 2
i j (qi ,q j )pQ j (q j )pQi (q j )d q j d qi for second-order,
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σ2
{1,2,3} =

∫
Ω3

∫
Ω2

∫
Ω1

f 2
123(q1,q2,q3)pQ (q)d q3d q2d q1 for third-order.

The relation (4.22) in this case is:

S{1} +S{2} +S{3} +S{1,2} +S{1,3} +S{2,3} +S{1,2,3} = 1.

The Sobol indices provide comprehensive measures for quantifying the
influence of parameter uncertainty on the variance of the response. The
number of indices grows, however, in an exponential way with dimension d ,
i.e. there are 2d −1 indices altogether. For this reason, Homma and Satelli
[Hom96] introduced the so-called total indices STi to represent the total
effects due to the parameter qi . The total sensitivity indices are defined as:

STi := ∑
A�i

SA. (4.23)

For example, the total sensitivity index of the parameter q2 for the response
Y = f (Q1,Q2,Q3) is:

ST2 = S{2} +S{1,2} +S{2,3} +S{1,2,3}. (4.24)

For computational time and interpretation reasons, it is recommended to
calculate the indices only for first two orders so that only the Sobol indices
Si and Si j and total Sobol indices ST have to be calculated in practice.

4.3.3 Computation of Sobol indices

Computing the Sobol indices (equation (4.21)) requires the computation
of the variance σ2 and the partial variances σ2

A. These variances can be
estimated by sampling-based methods. Considering a sample set of Nsamp

realizations of the input variables {q i }
Nsamp

i=1 , the mean value f0 and the
variance σ2 of the system response can be estimated from the sample as:

f̂0 = 1

Nsamp

Nsamp∑
i=1

f (q i ), (4.25)

σ̂2 = 1

Nsamp

Nsamp∑
i=1

f 2(q i )− f̂ 2
0 . (4.26)
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To compute the partial variance σ2
A from equation (4.3.2), the computa-

tion of the conditional variance var(E(Y |qA)) is required. The conditional
variance can be estimated from the sample by:

var(E(Y |qA)) =E

(
E

(
Y |qA

)2
)
−E

(
E

(
Y |qA

))2

=E

(
E

(
Y |qA

)2
)
−E (Y )2

≈ 1

Nsamp

Nsamp∑
i=1

(
1

Nsamp

Nsamp∑
j=1

f (q j
∼A,q i

A)

)2

− f̂ 2
0 . (4.27)

The computational cost of the estimation of the conditional variance by
equation (4.27) is of O(N 2

samp), which is too expensive in practice. Sobol
[Sob90] proposed a less expensive approach to approximate the Sobol
indices by Monte-Carlo sampling. This is achieved by using two indepen-

dent sample sets {q i }
Nsamp

i=1 and {ξi }
Nsamp

i=1 . The estimation of the conditional
variance from the samples is:

σ̂2
A = 1

Nsamp

Nsamp∑
i=1

f (q i ) f (ζi
A)− ∑

B⊂A
B �=A

σ̂2
B, (4.28)

where (ζ j )i
A =

{
qi

j , for j ∈A
ξi

j , otherwise
.

Finally, the estimation of the Sobol indices from the samples is obtained by

ŜA =
σ̂2
A

σ̂2 . (4.29)

The samples used in this method can be achieved by more efficient methods
such as LHS technique or QMC. The reader is referred to [Sob90] and [Cre09]
for more elaborate mathematical formulations of this estimation. By using
this method the computational cost of the conditional variance is reduced
in O(2Nsamp) [Cre09]. However, the computation of these indices are still
expensive in case of an extensive computational model, since it still needs a
large number of evaluations of the model in the parameter space.

This is the reason, why the Sobol method is not suitable for extensive com-
putational models. One solution of this problem is using a surrogate model
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instead of the full model to estimate the variance. Another option is approx-
imating the variance with the generalized Polynomial Chaos expansion as
will be discussed in the next section.

4.4 Global sensitivity analysis with gPC

B. Sudret and T. Crestaux have independently shown the relationship
between the Sobol indices and the gPC coefficients in [Sud08] and [Cre09]
respectively. From equation (3.5), for f ∈L2(Ω,pQ (q)), the function can be
approximated using the PCE truncated at order P :

Y = f (Q1, . . . ,Qd ) ≈ a0Ξ0 +
d∑

i1=1
ai1Ξ1

(
Qi1

)+ d∑
i1=1

i1∑
i2=1

ai1i2Ξ2
(
Qi1 ,Qi2

)

+
d∑

i1=1

i1∑
i2=1

i2∑
i3=1

ai1i2i3Ξ3
(
Qi1 ,Qi2 ,Qi3

)+ . . . . (4.30)

One can see that, this PCE (4.30) is similar to the Sobol decomposition. For
example, the function in the example Y = f (Q1,Q2,Q3) can be expanded
with the polynomial chaos:

f (Q1,Q2,Q3) ≈ a0Ξ0 +a1Ξ1 (Q1)+a2Ξ1 (Q2)+a3Ξ1 (Q3)+
a1,1Ξ2

(
Q2

1

)+a2,2Ξ2
(
Q2

2

)+a3,3Ξ2
(
Q2

3

)+
a1,2Ξ2 (Q1,Q2)+a1,3Ξ2 (Q1,Q3)+a2,3Ξ2 (Q2,Q3)+
a1,1,1Ξ3

(
Q3

1

)+a2,2,2Ξ2
(
Q3

2

)+a3,3,3Ξ2
(
Q3

3

)+
a1,1,2Ξ3

(
Q2

1,Q2
)+a1,1,3Ξ3

(
Q2

1,Q3
)+

a1,2,2Ξ3
(
Q1,Q2

2

)+a2,2,3Ξ3
(
Q2

2,Q3
)+

a1,3,3Ξ3
(
Q1,Q2

3

)+a2,3,3Ξ3
(
Q2,Q2

3

)+
a1,2,3Ξ3 (Q1,Q2,Q3)+ . . . . (4.31)

The Sobol functions can be approximated by the PCE for example

f1(Q1) ≈ a1Ξ1 (Q1)+a1,1Ξ2

(
Q2

1

)
+a1,1,1Ξ3

(
Q3

1

)
+ . . .

f12(Q1,Q2) ≈ a1,2Ξ2 (Q1,Q2)+a1,1,2Ξ3

(
Q2

1,Q2

)
+a1,2,2Ξ3

(
Q1,Q2

2

)
+ . . .

f123(Q1,Q2,Q3) ≈ a1,2,3Ξ3 (Q1,Q2,Q3)+ . . . . (4.32)
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The PCE can be rewritten by using the multi-index notation i = (i1,i2, . . . ,id )
with

∣∣i ∣∣=∑d
α=1 iα

Y =
NP∑
|i |=0

βiΨi (Q1,Q2, . . . ,Qd ). (4.33)

The element fA of the Sobol decomposition f is approximated by

fA ≈ ∑
i∈iA

βiΨi (Q1,Q2, . . . ,Qd ), (4.34)

where iA := {α ∈ i |αk > 0,∀k = 1, . . . ,d ,k ∈A∧αk = 0,∀k = 1, . . . ,d ,k ∉A}.
It is noted that this formulation can be generalized to the gPCE for other
types of pdfs by using the others orthogonal polynomials according to
table 3.1 as basis functions. As shown in section 3.1, the total variance
can be calculated directly from the gPC coefficients and the basis functions:

σ̂2 =
NP∑
|i |=1

β2
i

∥∥∥Ψ2
i

∥∥∥ . (4.35)

Due to the orthogonality of the gPC basis, the conditional variance σ2
A is:

σ̂2
A = ∑

i∈iA
β2

i

∥∥∥Ψ2
i

∥∥∥ . (4.36)

Finally, the gPC-approximated Sobol indicies are:

ŜA =
∑

i∈iA β2
i

∥∥∥Ψ2
i

∥∥∥∑NP

|i |=1
β2

i

∥∥∥Ψ2
i

∥∥∥ (4.37)

Moreover, analogous to equation (4.23) the gPC-approximated total Sobol
indicies can be calculated by:

ŜTi =
∑
A�i

ŜA. (4.38)
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4.4.1 Performance evaluation of global sensitivity
analysis computation using gPC by means of a
numerical example

To illustrate the efficiency of the gPC method, the global sensitivity analysis
is performed to the neutron diffusion example [Cac14a] (cf. section 3.4 and
4.2.1). The uncertainties of the parameters are assumed to be independent
normal distribution as also assumed in the paper, which is equivalent to the
example in section 3.4. The pdf of the RV is a normal distribution as:

Q ∼N
(
q0,CQ

)
,

q0 = [0.0197 0.16 107 7.438
]T

,

CQ =

⎡
⎢⎢⎣

(9.85×10−5)2 0 0 0
0 (8.00×10−3)2 0 0
0 0 (1.50×106)2 0
0 0 0 (7.44×10−1)2

⎤
⎥⎥⎦ .

Using the gPC approximation constructed in the example in 3.4, the Sobol
indices are computed from the gPC coefficients as shown in equation (4.37).
All of the gPC computations are accomplished by the software for the gPC
frameworks established for this thesis (see section 3.3). The Sobol indices
of the system response at a distance x = 10 cm regarding to the different
polynomials order of the gPC are presented in the table 4.1. The GSA re-
sults by the gPC approximation are compared with the sampling-based
method described in section 4.3.3. The computation of Sobol indices by the
sampling-based method is achieved by the Bourinet’s code FERUM ver.4.1
[Bou10]. The results for the Sobol indices by the sampling-based method
are also presented in table 4.1.

For this example, the exact values of all Sobol indices are not known. But
the Sobol indices by the gPC with the polynomial order P = 8 agrees with
the indices by the Quasi-Monte-Carlo with 107 samples, which gives a good
estimation for the Sobol indices in this example. The Sobol indices by crude
Monte-Carlo with N = 107 differ a little bit from the other two approaches.
That is to be expected, as the MC has a slower convergence rate compared
to the QMC.
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Method
SΣa

in %
SD

in %
SS

in %
SΣd

in %
S{HO}

in %

Number

of model

evalua-

tions

gPC P = 2 7.275 ≈ 0∗ 64.185 28.531 0.009 9

gPC P = 4 7.119 ≈ 0∗ 63.104 28.046 1.731 49

gPC P = 6 7.165 ≈ 0∗ 63.515 28.229 1.091 201

gPC P = 8 7.181 ≈ 0∗ 63.656 28.291 0.872 681

MC N = 103 1.796 3.039 45.687 32.061 1.258 103

MC N = 105 8.097 0.028 63.168 27.567 1.141 105

MC N = 107 7.235 ≈ 0∗ 63.337 28.425 1.003 107

QMC N = 103 8.233 2.135 62.413 26.769 0.450 103

QMC N = 105 7.324 ≈ 0∗ 63.059 28.621 0.996 105

QMC N = 107 7.179 ≈ 0∗ 63.691 28.240 0.890 107

Table 4.1: Sobol indices approximated by the generalized polynomial chaos
(gPC), Monte-Carlo (MC) and Quasi-Monte-Carlo (QMC) for each parameter of
the system response of the neutron diffusion model with the required number
of model evaluation, ≈ 0∗ means approximately zero due to the same order
of numerical artifacts. S{HO} is summation of Sobol indices higher than first-
order

Table 4.1 shows that the results by the sampling-based methods with a small
number of samples, e.g. N = 103, cannot provide a satisfactory result. The
sampling-based method requires a large number of model evaluations in
order to achieve a good result. In contrast, the gPC approximation requires
only a small number of model evaluations as shown in table 4.1. The best
case of the gPC method, gPC with the polynomial order P = 8, requires less
than a thousand model callings. The worst gPC approximation with P = 2
needs only 9 model callings, and can provide an approximation comparable
to the QMC with N = 105. This shows that the gPC is able to provide a very
good approximation by only a small number of the model evaluations. This
performance of the gPC method is very advantageous in case of extensive
computational models e.g. for FEM.

The gPC software developed in this thesis offers a visualization of the sen-
sitivity information, e.g. the pie chart shown in figure 4.5. This figure
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illustrates to which account the uncertainty of the considered system
response is caused by the uncertainties of the parameters S, Σd and Σa

respectively.
Comparing these Sobol indices with the local sensitivity from the example

in section 4.2.1, one can suspect some contradiction at the first glance. The
LSA gives the following sensitivities at the nominal values:

∂y

∂Σa
=−1.92×1011,

∂y

∂D
=−1.33×105,

∂y

∂S
= 3.77×102,

∂y

∂Σd
= 5.08×108.

7%
< 1%

64%

28%

< 1% Σa

D
S
Σd

Higher Order

Figure 4.5: Visualization of the Sobol indices of the scalar system response at
x = 10 cm

The sensitivities of both methods are actually not contradictory, but they
state two different kind of information about the system response. The LSA
provide the sensitivity at the nominal value without considering the range of
the parameter space. The system response at the nominal value q 0 is mostly
sensitive to the change of the parameter Σa , and then to the parameters Σd ,
D and S respectively.

In contrast to the LSA, in the GSA the admissible parameter space is
involved in the evaluation of the global sensitivities. With respect to the
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4.4 Global sensitivity analysis with gPC

standard deviations of the parameters in this example, the parameter S is
the most uncertain parameter with ΔS0/S0 = 15%. The parameter Σd has
the standard deviation value of ΔΣ0

d /Σ0
d = 10%, while the parameters Σa

and D have relative standard deviations of 5%. This fact is also consistent
with the Sobol indices results.

Most of the studies about GSA proposed in the aforementioned literature
and publications work with scalar functions. In the framework developed
for this thesis, the GSA can be applied to the DPS. This can be achieved by
discretization of the infinite-dimensional field to a finite-dimensional field,
which can be described by a random vector (see sections 2.2.1 and 3.1.2).
In the implementation of the developed software, it means that the vector
of gPC coefficients [β1, . . . ,βNP ] is extended to matrix [β1, . . . ,βNP

], while all
other parts of the algorithm remain the same.

The result of applying GSA to DPS is visualized in figure 4.6. The figure
presents the Sobol indices for all discretized positions along the x-axis. The
figure gives information about the influence of the parameters in the whole
domain. The Sobol indices at the position of x = 10 cm (dashed line) is
equivalent to the result of figure 4.5. It can be seen that in the middle (from
x =−40 cm to x = 40 cm) the sensitivity remains similar. At the boundaries,
the parameter Σa has less influence and the parameter D gains a little
influence on the system responses.
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Figure 4.6: Global Sensitivity Analysis of the response of the neutron
diffusion system
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5

A Bayesian Approach to

Parameter Calibration

In the developed framework, all imperfections of a model and incomplete
information are encompassed in form of uncertainties of parameters. All
various imperfections in the modeling lead to a lack of agreement between
the solution of physics-based models and the observations from the real
processes. On the assumption that the model is perfect, the solution of the
error-free computational model will depend solely on the model parameters.
In order that the model predictions correspond to the real measurement,
the uncertain parameters should be calibrated with the observed data. The
ASME guide [ame06] gives the definition of model calibration as

“The process of adjusting physical modeling parameters in the com-
putational model to improve agreement with experimental data.”

The calibration is typically required in the modeling of complex physical
processes. Parameter calibration can be considered as part of the broader
field of parameter estimation, which refers to procedures for estimating any
type of parameters in a model using supplied data. Due to the wide range
in which this kind of procedures can get in the field of modeling and simu-
lation, Oberkampf [Obe10] has classified the procedure in three different
activities regarding to the meaningfulness of the parameters. These are:
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5 A Bayesian Approach to Parameter Calibration

• Parameter measurement: Determination of physically meaningful
parameters, that can be independently measured.

• Parameter estimation: Determination of physically meaningful para-
meters, that cannot be independently measured in practice.

• Parameter calibration: Adjustment of parameters that have little or
no physical meaning.

Although there is a difference between the terms estimation and calibra-
tion, as the calibrated parameter does not necessarily represent physical
reality, both problems deal with the same question: Which values of the
parameters contributing to the computational model will yield the predic-
tion closest to the given data?

The parameter estimation or respectively calibration problem can be for-
mulated as an inverse problem. Solving an inverse problem is the process of
calculating the causal factors from a set of observations. For the parameter
estimation, it means the determination of parameters in computational
models from the observations. Inverse problems are typically ill-posed
regarding the the definition given by Jacques Hadamard [Had23].

An inverse problem can be solved deterministically or statistically. The
deterministic solving can be achieved by defining some measure of dis-
crepancy between the model prediction and the observation. Then, the
discrepancy is minimized by some optimization algorithms. Due of the
nature of ill-posed problems, the minimum of such a problem is often not
unique. An appropriate regularization is required, in order to obtain the
unique solution of this problem. Some short overview of the deterministic
methods can be found in [Kai05].

In contrast, the statistical approach reformulates the inverse problem as
an inference problem, where the regularization of the problem is expressed
in form of a prior distribution. The deterministic approach results in a sin-
gle point in the parameter space as a solution of the optimization problem,
compared to the statistical approach, which provides more information
about the estimated parameters in from of a posterior probability distribu-
tion function. The theory of statistical inverse problems can be found in
[Kai05, Tar05].

The Bayesian statistic formulation for identification and parameter cali-
bration problem is more appropriate, as the framework of this thesis works
under probabilistic UQ approach. However, the Bayesian approach requires
excessive computation in general, and some techniques are needed to
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facilitate the computation. The Polynomial Chaos Expansion (PCE) can
be applied to reduce the computational effort.

The Bayesian parameter calibration approach with the help of gPCE is
integrated to the developed comprehensive framework of analyzing and
identification. In this thesis, the gPCE is applied to the parameter calibration
in two ways, which belong to the thesis contributions. The first one is using
the gPC approximation as the surrogate model similarly to application to
uncertainty propagation and sensitivity analysis mentioned in previous
chapters. The second fashion is expanding the recursive Bayesian estimator
with the polynomial chaos basis. This technique is quite new, provides good
results and has attractive properties.

The chapter is organized in the following. The Bayesian statistic formu-
lation of an inverse problem and the typical batch determination of the
posterior pdf are discussed firstly. Then, the Bayesian updating with PCE
is proposed. The usage of the gPC as a surrogate model is discussed next.
Finally, all approaches discussed in this chapter are demonstrated by means
of a numerical example.

5.1 Bayesian statistic formulation

of inverse problem

From a statistical point of view, the inverse problem is reformulated as
a problem of statistical inference by means of Bayesian statistics [Kai05,
Tar05]. The Bayesian inference is broadly used to extract the informa-
tion from the measured data in many fields, as reviewed in [vT11]. Using
Bayesian inference to calibrate the parameters of a computational model
can be found in many publications, e.g. [Hig12, Ken00]. Especially, applying
Bayesian parameter estimation to distributed parameter systems can be
found in e.g. [Wan04], [Lie10] and [HD13].

In this section, the Bayesian approaches to parameter calibration in dis-
tributed parameter systems (DPSs) are summarized from all the mentioned
publications and are integrated into the developed framework.

Given a DPS described with equation (2.4), the solution operator M (·)
of equation (2.4) describes the explicit relationship between the spatial
distributed state x(r ,t ) of the system and model parameter q as:

x(r ,t ) =M
(
q
)

(5.1)
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5 A Bayesian Approach to Parameter Calibration

For computational purposes, the distributed quantities such as the state
x(r ,t ) or the source s(r ,t ) are usually approximated into a finite space with

discretization by means of a set of spatial basis function
{
φi
}Ns

i=1 as showed
in section 2.2.1. The corresponding coefficients of the basis functions are

encompassed in the vector form e.g. x(t) = [x1(t ), . . . ,xNs (t )
]T , or s(t) =[

s1(t ), . . . ,sNs (t )
]T .

As discussed in the section 2.1.3, all parameters in DPS are then collected
in the parameter vector q . An example of the statistical formulation of
inverse problem of PDE can be found in the previous study [Ja12]. Using
the observation operator (2.5) the noise-free forward model of the DPS is
defined as:

y M (q) =Mm (x(r ,t ),w = 0) (5.2)

In the course of this thesis, additive white Gaussian noise is assumed, which
covers most typical applications in the practice. The observed value y is
determined as:

y = y M (q)+w , (5.3)

where w is the vector of the realization from the Gaussian distributed ran-
dom vector with zero mean and the covariance CW . In the statistical inverse
problem, the parameters q to be estimated are modeled as a random vector
Q(ω). The randomness of the unknown parameters describes the degree of
information concerning their realizations in Bayesian statistics (see chapter
2). The degree of information concerning there values is coded in the form
of probability distributions. The primary solution of a statistical inverse
problem is the posterior distribution. This solution in form of a probability
distribution is the main difference between the statistical approach and
deterministic approach, which gives only the optimal single point solution.
By a statistical inverse problem a single point solution can be derived from
the probability distribution by using expectation operator E(·).

The ill-posedness of an inverse problem is handled by restating the prob-
lem as a well-posed extension in a large space of probability distributions.
Moreover, it is allowed to add a priori knowledge that is often hidden within
the deterministic regularization view. This prior information of unknown
parameters q can be coded into a probability density. This probability den-
sity called a priori pdf ppr(q) represents the priori knowledge of the modeler
about the parameters.
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5.1 Bayesian statistic formulation of inverse problem

With a joint probability density function of the unknown parameters q and
the measurement y , which is denoted by p(q ,y) , there is the relation :

p(q ,y) = p(y |q)p(q) = p(q |y)p(y), (5.4)

where p(y |q) is the conditional pdf of Y given the parameter value q . By
given the observation y , the p(y |q) is considered as a function of q and is
called a likelihood function L(q). The conditional probability p(q |y), called
posterior pdf of q , expresses the information about q after having received
an observation y .

In the Bayesian framework, the inverse problem is expressed in follow-
ing way: Given the measurement data y , find the conditional probability
distribution p(q |y) of the variable q . Using the Bayes’ rule, which is well-
known for more than two centuries, the statistical formulation of the inverse
problem can be concluded in the following theorem [Kai05]:

Theorem 1 (Bayes’ theorem of inverse problems) Assume that the ran-
dom variable Q(ω) ∈Rd has a known prior probability density ppr(q) and
the data consist of the observed value y of an observable random variable
Y (ω) ∈Rn such that p(y) > 0. Then the posterior probability distribution of
q , given the data y is

ppost(q) = p(q |y) = p(y |q)ppr(q)

p(y)
(5.5)

�
The marginal probability density in equation (5.5)

p(y) =
∫
Rd

p(q ,y)d q =
∫
Rd

p(y |q)ppr(q)d q (5.6)

acts only as a normalization constant and therefore is neglected in general.
Comparing to the deterministic approach, specifying the likelihood func-

tion is related to determination of the measure of the discrepancy between
the model prediction and the observation. The prior distribution, which
is required in order that the problem is well-posed, is associated with the
deterministic regularization. The advantage of the statistic approach to
the deterministic method is the flexibility to specify the measure and the
regularization, which can be done by determining the likelihood function
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5 A Bayesian Approach to Parameter Calibration

and the prior pdf. The Bayesian approach also offers a comprehensible
formulation of the pdf from the regularity assumption.

In summary, solving the inverse problem from the Bayesian point of view
can be divided into three subtasks.

1. Determine an appropriate prior probability density ppr(q) relied on
the available prior information of unknown q .

2. Construct an appropriate likelihood function p(y |q) that describes
the interrelation between the observation and the unknown.

3. Compute the posterior probability density ppost(q).

Firstly, the prior density can be modeled as discussed in section 2.1.5. Com-
monly it is modeled by a Gaussian density, which can be formulated in
following form.

ppr(Q) =
(

1

2πdet(CQ )

)d/2

exp

(
−1

2
(q −q0)T C−1

Q (q −q 0)

)
, (5.7)

where CQ ∈Rd×d denotes the covariance matrix and q 0 the means of the
random variables Q(ω).

The likelihood function L(q) is specified regarding to the underlying
assumptions about the distribution of errors. Under the assumption of
additive Gaussian noise in the measurement and given the forward model
y M (q) the likelihood function is:

L(q) =
(

1

2πdet(CW )

)n/2

exp

(
−1

2
(y M (q)− y)T C−1

W (y M (q)− y)

)
, (5.8)

where CW denotes the covariance of the measurement noise. For the con-
struction of likelihoods for other error models, the reader may refer to
[Kai05].

Finally, the method to compute the posterior distribution ppost(q) has
to be determined. The evaluation of the posterior pdf ppost(q) requires
an integration in general. However, the analytic calculation of the inte-
gral is feasible only for some trivial problems. Therefore, the posterior
pdf is often estimated by statistically based sampling methods as e.g. the
Monte-Carlo (MC) method. Some fundamental sampling algorithms for MC
are e.g. Rejection Sampling, Importance Sampling, Sampling Importance
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Resampling. In Bayesian Statistics, one often uses the Markov-Chain-Monte-
Carlo (MCMC) [Gel14] technique. The MCMC method uses a set of points
from the given distribution, a sample, to approximate the Monte-Carlo
integration. The sample ensembles are generated by using the Markov
chain random walk algorithm, for example Metropolis-Hasting Algorithm or
Gibbs Sampling. There are also some modifications of this algorithm for bet-
ter performance and computation such as Delay Rejection (DR) or Adaptive
Metropolis-Hasting (AM) [Haa06]. The MCMC realizes the computation of
the posterior distribution and its estimation of expected values. The reader
is referred to [Gel14, Haa06] for theory and implementation of MCMC and
its extension.

However, the MCMC approach requires a large number of repeated solv-
ing of the forward model leading to an extensive computational effort es-
pecially in case of solving partial differential equations (PDEs). Therefore,
two new approaches using Polynomial Chaos to solve this problem are
proposed, which is one of the contributions of this thesis.

5.2 Recursive Bayesian estimation

(Bayesian updating)

Another approach to evaluate the posterior distribution belongs to the so-
called recursive Bayesian estimation methods, which estimates the unknown
pdf recursively over time using incoming measurements and a mathemati-
cal model. At the beginning of the estimation all the information about the
parameter q is contained by a prior distribution ppr(q). The measurements
are assumed to be conditionally independent, obtained one at time and
arranged in a sequence Yn = [y 1, . . . ,y n] according the time. The recursive
Bayesian estimation begins by evaluating the posterior pdf after the first
measurement with the prior distribution

p(q |y 1) = p(y 1|q)ppr(q)

p(y 1)
. (5.9)

Bayes’ theorem can be formulated in the recursive form by using the pos-
terior pdf from the previous time step (tn−1) as the prior pdf at the current
time step (tn). The pdf of the parameter q is estimated every time step
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by integrating the sequence of sensor measurements Yn = [y 1, . . . ,y n]. The
posterior distribution at time step n has the form:

p(q |Yn) = p(y n |q)p(q |Yn−1)

p(y n |Yn−1)
. (5.10)

The Bayesian inference in each time step after obtaining the new mea-
surement y k is known as Bayesian Updating. Because a reordering of the
measurements does not affect the final solution, the posterior pdf at the
final time step is exactly the posterior pdf achieved by the batch method.

Due to the sequential nature of the recursive Bayesian estimation, it is
broadly applied to dynamic systems to estimate the state x(t), which can
change in time. The extension of the Bayesian estimation for a dynamic
system is known as Sequential Bayesian Filtering or also known as Bayesian
Filter. Two assumptions are required to derive the sequential Bayesian
filtering:

• The states follow a 1st-order Markov process p(xn |x0:n−1) = p(xn |xn−1).

• The observation at the k−th time step depends only upon the current
state, so is conditionally independent of all other states given the
current states p(y k |x0:k ) = p(y n |xk ).

The concept of Sequential Bayesian Filtering is broadly used in control and
robotics. The term is sometimes more specified as:

• Filtering: When the pdf of the current state xk is estimated by given
past and current observations Yk = [y 1, . . . ,y k ]:

p(xk |Yk ). (5.11)

• Smoothing: When the pdf of a past state xk is estimated by given past
and present observations Yn = [y 1, . . . ,y n]:

p(xk |Yn), for k < n. (5.12)

• Prediction: When a future state xk is estimated by given past and
current observations Yn = [y n , . . . ,y n]:

p(xk |Yn), for k > n. (5.13)
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For the parameter calibration in this thesis, the parameter vector q is consi-
dered to be time invariant. Therefore, there is no distinction between these
three terms.

One of the most well-known methods of sequential Bayesian filtering
is the Kalman-Filter (KF). The Kalman-Filter [Kal60] can be seen as the
special case of the sequential Bayesian filtering. It is an optimal recursive
estimator of the state x , in the sense that it is unbiased and is a minimum-
variance estimator. However the KF is limited only for linear systems with
the multivariate normal distributions.

Because most systems behave nonlinearly, and the pdf cannot remain
Gaussian, the Kalman-Filter is advanced in two directions, namely lineariza-
tion of the nonlinear model and approximation the non-Gaussian distribu-
tion. The linearization the nonlinear model with the Taylor series results
the Extended Kalman Filter (EKF) see e.g. [Jaz07, Gre11]. The EKF can be
applied to nonlinear systems, however, it can estimate only a Gaussian
distribution.

The Unscented Kalman Filter (UKF) [Jul04] uses a deterministic sampling
technique known as the unscented transform to approximate the mean and
the covariance of the distribution from the sigma points.

Another approach is the approximation of non-Gaussian distribution
based on Monte-Carlo. This sequential Monte-Carlo based are for example
the Particle Filter or Ensemble Kalman Filter (EnKF). The Particle Filter and
the EnKF are not limited to Gaussian distributions but based on sampling,
which requires extensive computational effort. More theory and details
about the Bayesian filtering can be found in many publications, e.g. [Che03,
Thr05, Gre11, Sär13].

5.2.1 Linear Bayesian updating with PCE

As mentioned before, that an approximation for nonlinear or non-gaussian
distributions without sampling is needed. Recently, Hermann G. Matthies
et al. proposed a numerical strategy by applying functional approxima-
tion methods to recursive Bayesian estimation, which can estimate non-
Gaussian distributions without sampling in [Paj13, Paj12, Ros12b, Ros13].
They formulate an abstract linear filter from the relation between the
Gauss-Markov theorem and the Kalman-Filter [Lue97], and named it as
Gauss-Markov-Kalman-Filter (GMKF)[Mat16b]. The reader is referred to
[Mat16b] for the elaborated mathematical derivation of the filter.
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In this thesis, the idea of the GMKF is applied especially to the parame-
ter calibration problem by using the PCE as the functional approximation
methods. The estimation problem of the parameter vector q from the mea-
surement y is established as described in the section 5.1. The error-free
model prediction of the mathematical model y M (q) from equation (5.2) is
related to the measurement regarding to equation (5.14).

The linear minimum-variance Bayesian updating when additional data
becomes available is obtained by the orthogonal projection according to
the following theorem paraphrased from [Paj12]:

Theorem 2 Assume that some uncertain knowledge about the parameter q
is available, so that the parameter q can be considered as RV Q f (ω) (with a
superscript f denoting “forecast” 1) in a Bayesian fashion. When the mea-
surement Y (ω) becomes available regarding the assumption of the additive
noise

Y (ω) = Y M (Q f (ω))+W (ω), (5.14)

the orthogonal projection Q a(ω) (with a superscript a denoting “assimi-
lated”2) on the subspace spanned by Q f (ω) and Y (ω) is the best estimator of
q in the L2-norm.

Q a(ω) =Q f (ω)+K
(
Y (ω)−Y M (ω)

)
(5.15)

with the Kalman Gain operator K

K := CQ f Y M

(
CW +CY M

)−1 , (5.16)

where CW is the covariance of the noise and the other covariances are given
by:

CQ f Y M =E

[
(Q f −Q

f
)⊗ (Y M −Y

M
)
]

, (5.17)

CY M =E

[
(Y M −Y

M
)⊗ (Y M −Y

M
)
]

, (5.18)

where ⊗ is the tensor product (see definition (11) in Appendix A). �

1 Instead of “forecast”, the term “predict” is also used in some literature.
2 The terms “update” or “analysis” are used instead of “assimilated”in some literature.
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This theorem can be seen as a generalization of the well-known Gauss-
Markov theorem [Lue97].

According to the works in [Paj13, Paj12, Ros12b, Ros13, Mat16b], the RVs
Q(ω),Y (ω),Y M (ω) can be represented by using PCE as the series of orthogo-
nal polynomials Ψk .

Q(ω) =
NP∑

k=0
q kΨk (ξ(ω)) (5.19)

Y (ω) =
NP∑

k=0
y kΨk (ξ(ω)) (5.20)

Y M (ω) =
NP∑

k=0
y M

k Ψk (ξ(ω)) (5.21)

According to the central limit theorem, the noise is assumed to be Gaus-
sian. Therefore, the multi-dimensional Hermite polynomials H k (ξ(ω))are
applied as the PC basis. Using this PCE representation, the equation (5.15)
can be expanded to

NP∑
k=0

q a
k H k (ξ(ω)) =

NP∑
k=0

q
f
k H k (ξ(ω))+K

(
NP∑

k=0
yk H k (ξ(ω))−

NP∑
k=0

y M
k H k (ξ(ω))

)
(5.22)

Using the orthogonality property of the PC basis from the equation (3.13),
one may take the inner product of the Eq.(5.22) with the PC basis H k accord-
ing to Eq.(3.35). This can be done by multiplying the Eq.(5.22) with each H k

and taking the expectation of the obtained equation. Further all obtained
equations for all k are divided it by

∥∥H 2
k

∥∥ so that

q a
k = q f

k +K
(

y k − y M
k

)
, k = 0, . . . ,NP . (5.23)

The column vectors q f
k are arranged into a matrix Q f

Q f :=
[

q f
0 · · · q f

k · · · q f
NP

]
(5.24)

and so on for q a
k , y k , y M

k . That leads to the equation in the matrix form:

Qa = Q f +K
(
Y−YM ) . (5.25)
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The covariance matrices CQ f Y M ,CY M can be determined from the PCE
directly with the polynomial chaos algebra as mentioned in the section
3.1.2. For the random vector represented in the PCE X =∑NP

k xk H k (ξ(ω)),
its covariance can be written in the matrix form as:

CX = X̆GX̆T . (5.26)

X̆ is a matrix containing the PC coefficients of the random vector with-
out the k = 0 term (the mean) and G = (gkl ) is the diagonal Gram matrix
with gkl = E [Ψk (ξ(ω))Ψl (ξ(ω))]. In case of Hermite polynomials, gkl =
E [H k (ξ(ω)) H l (ξ(ω))] = δkl k !, this also lead to the following equation:

CX = ∑
k,l>0

xk ⊗xl k ! (5.27)

The linear Bayesian update procedure with the PCE can be concluded in
and implemented with the following algorithm.

Algorithm of Linear Bayesian update with PCE

1. Approximation a priori information Q0(ω) by PCE as described in the
chapter 3 and applied as the forecast variable Q f (ω),

Q f :=
[

q f
0 · · · q f

k · · · q f
NP

]
and then centralize (take out the

mean) to Q̃ f :=
[

q f
1 · · · q f

k · · · q f
NP

]
.

2. Represent the available measurement Y (ω) by PCE

Y :=
[

y0 · · · yk · · · yNP

]
and then centralize to

Ỹ :=
[

y1 · · · yk · · · yNP

]
.

3. Solve the stochastic forward problem and forecast measurement
Y M (ω) based on the current Q f (ω) .

4. Represent the Y M (ω) in the PCE form YM :=
[

yM
0 · · · yM

k · · · yM
NP

]
then centralize to ỸM :=

[
yM

1 · · · yM
k · · · yM

NP

]
.
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5. Compute the covariances CW , CY M and CQ f Y M .

CW = Y̆G
(
Y̆
)T

(5.28)

CY M = Y̆M G
(
Y̆M )T (5.29)

CQ f Y M = Q̆ f G
(
Y̆M )T (5.30)

6. Compute the Kalman Gain K according to equation (5.16).

7. The assimilated variable in PCE form Qa is computed according to
the update equation (5.46).

8. Using the assimilated variable Qa of the current step as the forecast
variable Q f for the next step and then repeat the procedure of step 3,
in case that the measurement does not change. Go to step 2, if a new
measurement is available.

Kalman-Filter as a special case

It is shown in the [Paj13] that the Kalman-Filter can be considered as a spe-
cial case of this linear Bayesian update with the PCE. The original Kalman-
Filter has two equations in the update step:

xk|k = xk|k−1 +Kk
(

y k − y M (xk|k )
)

update mean (5.31)

Cxk|k = (I−Kk Lk )Cxk|k−1 update covariance (5.32)

with the measurement model

y M (xk|k ) = Lk xk|k . (5.33)

By setting xk|k = q a and xk|k−1 = q f in equation (5.23), the linear Bayesian
update with PCE for k = 0 provides exact the same equation as the update
mean equation of the original Kalman-Filter.
The covariance update equation can be obtained by computing the
covariance of q a . From equation (5.34) it yields:

CQ a = Q̃a G
(
Q̃ a)T =

(
Q̃ f +K

(
Ỹ− ỸM ))G

(
Q̃ f +K

(
Ỹ− ỸM ))T

(5.34)
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By assuming that the measurement errors are not correlated with the state
forecast, i.e. CQ aW = 0, one obtains

CQ a = CQ f +KCW KT +KCY M KT −CQ f Y M KT −KCT
Q f Y M (5.35)

= CQ f +K
(
CW +CY M

)
KT −CQ f Y M KT −KCT

Q f Y M (5.36)

Inserting K from Eq. (5.16) results

CQ a = CQ f +CQ f Y M

(
CW +CY M

)−1 CT
Q f Y M −2CQ f Y M

(
CW +CY M

)−1 CT
Q f Y M

(5.37)

= CQ f +CQ f Y M

(
CW −CY M

)−1 CT
Q f Y M (5.38)

By setting xk|k = q a and xk|k−1 = q f in Eq. (5.37) and CT
xk|k−1Y M = Lk Cxk|k−1

for the linear measurement model (5.33), one obtains exactly the covariance
update equation (5.32). This shows that the KF can be considered as the spe-
cial case of the linear Bayesian updating with PCE. The Kalman-Filter pro-
vides the first two statistical moments, whereas the linear Bayesian update
can provide higher order statistical moments. The information of the higher
order moments is in the higher order PCE polynomial terms. The estimated
distribution can be approximated by PCE. Therefore, this approach can be
applied to nonlinear systems with non-Gaussian distribution.

5.3 gPCE as surrogate model

The main difficulty of solving the Bayesian inference in inverse problems is
the extensive computational effort. In order to compute the posterior distri-
bution, the forward model in the likelihood function has to be solved many
times. Several approaches to overcome this obstacle have been proposed
in literature lately. Some studies apply Model Order Reduction (MOR) to
the forward model to reduce the computation e.g. [Lie10, Wan04]. Another
approach is using surrogate models such as Gaussian process emulation
in [Hig10, Ken00]. As shown in chapter 3, the gPC approximation can be
used as a surrogate model. Marzouk applied the gPC approximation to
the Bayesian inverse problem in [Mar09]. The posterior distribution can
be approximated by using the gPC in the evaluation of the likelihood func-
tion. It also has been proven in the paper that the approximated posterior
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5.4 Performance evaluation of parameter calibration using gPC

distribution converges to the exact posterior w.r.t. the Kullback-Leibler
divergence (KLD) measure.

The gPC surrogate can be considered as a polynomial surface response
model of parameters. By considering the parameters with their speci-
fied ranges as independently uniformly distributed RVs, the model can be
approximated by

y M ≈ ŷ M (q) =
NP∑

k=0
βkΨk (q), (5.39)

where gPC basis functions Ψk are constructed from 1D-Legendre polyno-
mials Lek (·) due to the uniform distributions of RVs. In this thesis the
application of gPC as surrogate model to the parameter calibration problem
is proposed.

Then the gPC approximation is used as the forward model (5.2) in the
evaluation of the likelihood function (5.8) as:

L(q) =
(

1

2πdet(CW )

)n/2

exp

(
−1

2
(ŷ M (q)− y)T C−1

W (ŷ M (q)− y)

)
(5.40)

This formulation can be applied to both batch and recursive methods to
approximate the posterior distribution. This approach is very useful in
case that the original model y M requires an extensive computation. The
limitation of this method is that the gPC approximation is valid only in
the defined parameter space. The sampling outside the defined parameter
space could lead to erroneous result. To avoid that problem, one should use
the defined parameter space as a prior of the inverse problem, or a truncated
Gaussian distribution [Xiu04b] in case of a prior normal distribution.

5.4 Performance evaluation of parameter

calibration using gPC by means of a

numerical example

To demonstrate the parameter calibration method, the neutron diffusion
problem from [Cac14a] is taken as an example (cf. examples in section 3.4,
4.2.1 and 4.4.1). The neutron diffusion system and the uncertain parameters
are described in section 3.4. The uncertain parameters should be calibrated
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by giving the experimental measurement of y = 3.40×109 neutrons cm−3s−1

with a relative standard deviation of 5% as shown in figure 5.1.
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Figure 5.1: Measurement and its standard deviation in the neutron diffusion
example denoted by � and the indicated interval. The red solid line and the
gray area present the model response prediction based on the prior distribution
of the parameters before calibration.

Cacuci et al. proposed the framework called Best-Estimate Model Calibra-
tion (BEST-EST) [Bad12, Ars14] for assimilation of experimental data and
computational information. The method calibrates the model parameters,
which encompass in parameter vector q , by using the sensitivity matrix J
(see Eq. (4.2)). For notation consistency, w.r.t. to the given observation y ,
the calibrated parameter vector by the BEST-EST method q be of the system
response y M (q0) can be calculated by

qbe = q0 +
(
CQY M +CQ JT

)(
CW +CY M Q JT + JCQY M +CY M

)−1

︸ ︷︷ ︸
Kalman Gain K

(
y − y M

)
.

(5.41)
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Although the Kalman-Filter and the Kalman gain are not mentioned in the
papers, equation (5.41) is similar to the linear Bayesian update (5.15). Due
to the Jacobi matrix J, this BEST-EST approach can be considered as the
Extended Kalman smoothing with correlated noises. He applied this method
in [Cac14a] to calibrate the parameters which results in mean values and
the covariance matrix of the calibrated parameters. The covariance matrix
of the calibrated parameters is decomposed into the standard deviation of
each parameter and the correlation matrix for comparison reasons. The
mean values, standard deviation and correlation matrix resulted in [Cac14a]
are summarized in the tables 5.1, 5.2 and 5.3 respectively.

In this example, the Bayesian inverse formulation described in this chap-
ter is preformed to calibrate the parameters. As mentioned previously, there
are two main approaches namely the batch and the recursive methods. In
the batch method, a posterior distribution of the parameters is assessed by
a MCMC method. The other approach shown in this example is the linear
Bayesian updating with PCE (see section 5.2.1). The gPC approximation is
also used as surrogate model to show the feasibility of the method.

Under the Bayesian inverse formulation, one needs a prior distribution.
For all methods discussed in this example, the uncertainty of the parameters
is expressed in the prior distribution:

Q ∼N
(
q0,CQ

)
q0 =

[
0.0197 0.16 107 7.438

]T

CQ =

⎡
⎢⎢⎢⎢⎣

(9.85×10−5)2 0 0 0

0 (8.0×10−3)2 0 0

0 0 (1.5×106)2 0

0 0 0 (7.44×10−1)2

⎤
⎥⎥⎥⎥⎦

Batch method

Following the formulation of the Bayesian inverse problem as described
in section 5.1, in this subsection, the full model is used in the likelihood
function (Eq.(5.8)). It should be noted that this is feasible because of the
availability of the analytical solution. The computation of a posterior in the
presented framework is based on the MCMC code of Haario [Haa06]. The
burn-in with Nburn-in = 1000 iterations is firstly done to find an appropriate
starting point. In this example, the MCMC is run with a chain length of
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5 A Bayesian Approach to Parameter Calibration

NMCMC = 10000 iterations. The samples of the posterior distribution are
obtained as a result. This result is visualized as approximated marginal pdfs
in figure 5.2 and scatter plots in figure 5.3. The statistical values, namely
the mean values, the standard deviation and the correlation matrix, are
calculated from the samples and summarized in the tables 5.1, 5.2 and 5.3
respectively.
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Figure 5.2: Prior pdf and posterior pdf of the calibrated parameter by the
batch method for the diffusion neutron problem

Bayesian update with PCE

The setting of the Bayesian update with PCE is formulated as described
in section 5.2.1. The parameter vector q , model responses y M and the
measurements y are represented by PCE and summarized in matrix form:

Q = [q0 · · ·qk · · ·qNP

]
, (5.42)

Y = [y0 · · ·yk · · ·yNP

]
, (5.43)

YM =
[

yM
0 · · ·yM

k · · ·yM
NP

,
]

. (5.44)
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Figure 5.3: Scatter plots of the samples from the posterior distribution
assessed by batch method

In this example, the PCE of order P = 4 is used and the dimension d of the
parameters is 4. Using Eq. (3.12), it yields

NP +1 = (P +d)!

P !d !
= (4+4)!

4!4!
= 70.

There are totally 70 coefficients for each parameter with NP = 69 in this case.
For example, the prior distribution of the parameter q can be rewritten in
the matrix form as

Q0 =

⎡
⎢⎢⎢⎢⎣
μΣa σΣa 0 0 0 0 · · ·
μD 0 σD 0 0 0 · · ·
μS 0 0 σS 0 0 · · ·
μΣd 0 0 0 σΣd 0 · · ·

⎤
⎥⎥⎥⎥⎦ (5.45)

The assimilation of measurements and model response is achieved by ap-
plying theorem 2. The algorithm described in section 5.2.1 is implemented
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5 A Bayesian Approach to Parameter Calibration

in the developed software. The PC coefficients of matrix Q are updated
according to equation (5.46) as

Q j = Q j−1 +K
(
Y−YM ) , for j = 1, . . . ,Nstep. (5.46)

In this example, the parameters are updated in Nstep = 5 steps to demon-
strate the method. The mean values and the 2σ intervals of each step are
illustrated in figure 5.4. The mean and the standard deviation are calculated
from the PCE coefficients of Q.
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Figure 5.4: Mean and 2σ interval of the calibrated parameters by using the
Bayesian update method

The main computational effort in each step depends of the computation
of model response YM . The algorithm needs to calculate the model at
quadrature nodes to compute the coefficients of YM . In order to achieve a
sufficiently accurate result, the sparse grid GHQ with level of 4 is applied.
681 model evaluations are required for each steps (see example in section
3.4). This leads to 3405 model evaluations for 5 steps. However, it can be
observed in figure 5.4,that there are hardly changes of the parameter values.
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5.4 Performance evaluation of parameter calibration using gPC

The update procedure is actually accomplished in 2 steps, which means
that only 1362 model evaluations are necessary.

The result of this method is the coefficients of PCE representation of the
assimilated parameters Qa . Using the visualization tool of the developed
software, the posterior distribution calculated by the Bayesian update after
5 steps is presented by the histograms and the scatter plots in figure 5.5.

Σ
a

D
S

Σa in cm−1s−1

Σ
d

D in cm S in106cm−1s−1 Σd in cm−1

0.017 0.02 0.023 0.13 0.16 0.19 6 8 10 12 6 8 10

0.017

0.02

0.023

0.13

0.16

0.19

6

8

10

12

6

8

10

Figure 5.5: Histogram and scatter plots of the samples from the posterior
distribution assessed by the Bayesian update method

The means, the standard deviations and the correlation matrix of the cali-
brated parameters are computed directly from the PCE coefficients by using
equation (3.20). All statistical values are summarized in the tables 5.1, 5.2
and 5.3.

gPC surrogate model

As mentioned previously, that the gPC approximation can be used as a
surrogate model. The usages of gPC surrogate in uncertainty propagation
and sensitivity analysis are demonstrated in previous examples in section
3.4 and 4.2.1 respectively.
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Figure 5.6a shows a comparison between the analytical solution and the
gPC approximation, generated in example 4.2.1, of order P = 4 and P = 7
for the parameter Σa . Figure 5.6a exhibits that the Legendre gPC are able to
approximate the analytical solution well. The approximation is evaluated
by the relative error

erel =
∣∣yM − ygPC

∣∣∣∣yM
∣∣ . (5.47)
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(a) System response by gPC approximation P = 4, P = 7, and
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Figure 5.6: Comparison of the gPC approximation P = 4 and P = 7 with the
analytical solution

The relative errors of both gPC approximation are presented in a log scale in
figure 5.6b. The relative error of gPC approximation of order P = 7 is about
10−9, i.e. the gPC approximation has an extremely small approximation
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error. The relative error of gPC order P = 4 is about 10−6, which much larger
than the error of gPC P = 7, but still relatively small. The relative error of
about 10−6 should be accurate enough for this example. Therefore, the gPC
order P = 4 is applied as surrogate in this example.

The Legendre gPC ŷ M (q) =∑NP
k=0βkΨk (q) generated in example 4.2.1 re-

places the full model y M in the likelihood function (Eq.(5.8)). The posterior
is assessed by the MCMC method as before. The posterior distribution
result of the batch method with surrogate model is quite similar to the result
with the full model. The statistical values calculated from the samples are
summarized in the tables 5.1, 5.2 and 5.3 respectively.

Cacuci’s BEST-EST method requires a Jacobi matrix J to calibrate the
parameters as shown in Eq.(5.41). Sometimes the calculation of the Jacobi
matrix could be difficult, if an analytical formula is not available. As shown
in section 4.2, that gPC is able to approximate the Jacobi matrix. The gPC can
be utilized as a surrogate model to approximate the system responses and
the Jacobi matrix. In this example, the parameters are calibrated with the
BEST-EST method by using a gPC approximation constructed in example
4.2.1 as a surrogate model to approximate the system response and the
Jacobi matrix J. The statistical values resulted by this BEST-EST method with
gPC surrogate are summarized in the tables 5.1, 5.2 and 5.3 respectively.

Discussion

The statistical values, namely the mean values, the standard deviations
and the correlation matrix, before and after calibration of all methods are
summarized in the tables 5.1, 5.2 and 5.3 respectively. Most results of all
calibration methods are in good agreement to each other. The visible differ-
ences can be found only in the correlation matrices, however, they have only
values of the order below 10−2, which is neglectable. The important corre-
lation pair components, namely (Σd ,S), (Σd ,Σa) and (Σa ,S), of all methods
deviate very small from each others.

It should be noted that the results from the batch method are calculated
from samples, which vary in each run due to the relatively small number
of samples (104). On the contrary, the Bayesian update with PCE method is
deterministic. In the sense that the result does not vary in each run, if the
settings such as polynomial order or quadrature level are not changed.

As mentioned previously, the Cacuci’s BEST-EST method can be also
considered as a Bayesian update method. The BEST-EST approximates the
system response with the first-order Taylor series, while the PCE Bayesian
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update employ the stochastic spectral method. It should be noted that the
first-order Taylor approximation has limited usage if the model is highly
nonlinear. The PCE update can work with the highly nonlinear system by
using a higher order polynomials as demonstrated in [Paj12].

Calibration Method
Expectation of

Σcal
a /

cm−1s−1
Dcal/
cm

Scal/106

cm−3s−1
Σcal

d /

cm−1

BEST-EST [Cac14a] 0.0198 0.160 9.395 7.238

Batch (full model) 0.0198 0.160 9.383 7.260

PCE Bayesian update (full model) 0.0198 0.160 9.383 7.234

BEST-EST with gPC surrogate 0.0198 0.160 9.395 7.238

Batch with surrogate model 0.0198 0.160 9.420 7.242

Before Calibration 0.0197 0.160 10.000 7.438

Table 5.1: Expectation values of the calibrated parameters by different
approaches

Calibration Method
Standard deviation of

Σcal
a /10−4

cm−1s−1
Dcal/10−2

cm

Scal/105

cm−3s−1
Σcal

d /10−1

cm−1

BEST-EST [Cac14a] 9.512 0.800 9.396 6.355

Batch (full model) 9.685 0.815 9.528 6.673

PCE Bayesian update (full model) 9.515 0.800 9.288 6.388

BEST-EST with gPC surrogate 9.512 0.800 9.396 6.355

Batch with surrogate model 9.360 0.790 9.202 6.412

Before Calibration 9.850 0.800 15.000 7.438

Table 5.2: Standard deviations of the calibrated parameters by different
approaches

No significant difference between the result by the full model and by the
gPC surrogate model can be observed from the tables. The BEST-EST with
gPC gives the exact result of the expectations and the standard deviations as
the BEST-EST with full model. The results of the batch methods with gPC
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deviate a little from the full model. However, MCMC is a sampling-based
method, which results vary due to the low number of samples. It shows that
the gPC approximation can be used efficiently as a surrogate in the Bayesian
inverse problem solution.

Figure 5.2 and the values in all table reveal that the changes of the para-
meters values is in the following order: S, Σd , Σa and D, whereas the para-
meter D is nearly unchanged. This result is also in good agreement with the
results of the sensitivity analysis in the example in section 4.4.1 as the global
sensitivity analysis provide the same ranking.

Lastly, the model is calculated with the posteriors of the calibrated para-
meters. The results are illustrated in figure 5.7. The posterior from all
calibration methods deliver similar results of the expectations and the con-
fidence intervals of the system response. As there are some small variations
in the distributions, some small differences appear between the predictions
of each method. However, they are in good agreement with the measure-
ments, which affirm the resulted posteriors of the calibrated parameters by
all mentioned methods.
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Figure 5.7: System response of the neutron diffusion model with the pos-
terior distribution of the calibrated parameters. (solid line = expectation,
dashed line = 2σ interval, � denotes the measurement)
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Correlation Matrix Rcal
Q for each Calibration Method

BEST-EST [Cac14a]

Rcal
Q =

⎡
⎢⎢⎢⎢⎣

1.000 −3.942×10−7 3.349×10−1 1.637×10−1

−3.942×10−7 1.000 1.823×10−6 8.912×10−7

3.349×10−1 1.823×10−6 1.000 −7.570×10−1

1.637×10−1 8.912×10−7 −7.570×10−1 1.000

⎤
⎥⎥⎥⎥⎦

Batch with full model

Rcal
Q =

⎡
⎢⎢⎢⎢⎣

1.000 −3.975×10−7 3.153×10−1 1.437×10−1

−3.975×10−7 1.000 −1.198×10−2 2.638×10−2

3.153×10−1 −1.198×10−2 1.000 −7.646×10−1

1.437×10−1 2.638×10−2 −7.646×10−1 1.000

⎤
⎥⎥⎥⎥⎦

PCE Bayesian update with full model

Rcal
Q =

⎡
⎢⎢⎢⎢⎣

1.000 −2.235×10−5 3.188×10−1 1.561×10−1

−2.235×10−5 1.000 −1.070×10−4 9.769×10−6

3.188×10−1 −1.070×10−4 1.000 −7.487×10−1

1.561×10−1 9.769×10−6 −7.487×10−1 1.000

⎤
⎥⎥⎥⎥⎦

BEST-EST with gPC surrogate model

Rcal
Q =

⎡
⎢⎢⎢⎢⎣

1.000 −3.876×10−7 3.335×10−1 1.637×10−1

−3.876×10−7 1.000 1.793×10−6 8.762×10−7

3.335×10−1 1.793×10−6 1.000 −7.570×10−1

1.637×10−1 8.762×10−7 −7.570×10−1 1.000

⎤
⎥⎥⎥⎥⎦

Batch with gPC surrogate model

Rcal
Q =

⎡
⎢⎢⎢⎢⎣

1.000 1.728×10−5 3.064×10−1 1.368×10−1

1.728×10−5 1.000 −4.280×10−2 5.119×10−2

3.064×10−1 −4.280×10−2 1.000 −7.582×10−1

1.368×10−1 5.119×10−2 −7.582×10−1 1.000

⎤
⎥⎥⎥⎥⎦

Before calibration (uncorrelated)

RQ =

⎡
⎢⎢⎢⎢⎣

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

⎤
⎥⎥⎥⎥⎦

Table 5.3: Correlation matrices of the calibrated parameters by different
approaches
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6

Application to a

Glass Forming Process

In a wide variety of industrial processes the underlying physical phenomena
have to be regarded as spatially distributed. Manufacturing of glass is an
example of such a process. Forming of glass is a very complex rheological
forming process. In the manufacture of some glass products such as optical
fibers and its pre-products, the precise control of the production is critical
to the final quality of the product. It is of significant interest to understand
the effects that cause changes in the quality of the products. The modeling
and simulation can play an important role to deal with this issues.

However, the applications of computational models to investigate the
various aspects of glass manufacturing processes are mostly based on the
assumption that the parameters governing the transport processes are de-
terministic. Considerable uncertainty is inherent in the process, arising
from many sources such as operating parameter fluctuations, inaccuracies
in process control, empirical determination of the transport parameters,
and environmental uncertainties. Due to all these uncertainties, the com-
putational model may provide solutions, which do not agree very well with
the measurements of the real process.

The capabilities of the proposed framework for analysis and identification
using Bayesian UQ based on gPC has been demonstrated with academic
numerical examples in the previous chapters. As described in chapter 2, the
framework is composed mainly of three procedures, namely uncertainty
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propagation, sensitivity analysis and Bayesian inference. The first two are
used to support in understanding of the behavior of systems, while the latter
is used to solve the discrepancy between the computational model and the
measurements of real processes.

In the following, the application of the proposed framework to a model of a
real glass forming process by means of a study case is presented. This model
comes from real-world industry production, which was developed under
a R&D cooperation between Fraunhofer IOSB and an industrial partner. It
should be noted that some information about the application described in
this chapter has to be suppressed because of a confidentiality agreement
between Fraunhofer IOSB and the industrial partner.

6.1 Glass-forming process

In industrial-scale glass manufacturing, glass forming operations vary
among the various sectors such as fibers, tubes, glass containers and TV
panels [Cho10]. The glass forming process considered in this thesis is glass
production by drawing a continuous stream of glass. It is the production
of cylindrical glass tubes and rods, so-called preforms, from thick glass
cylinders. A preform is the source material which will be drawn to form the
long, thin optical fiber.

Figure 6.1: Schematic illustration of the industrial glass forming process (left)
and structure of the glass forming model with its nonlinearities (right)
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6.1 Glass-forming process

The forming process of a preform is a complex rheological process. The
process involves a wide temperature range and is characterized by large
deformations. The process setup is visualized in figure 6.1 (left). The thick
glass cylinder is fed with slow velocity vfeed, called feeding speed, in a fur-
nace where it is heated up. As the glass reaches the forming temperature, it
starts softening and acting like a liquid. Below the furnace the glass is pulled
with a pulling velocity vpull, which is usually higher than the feeding speed,
and it results in a thin glass rod (respectively tube) as a consequence. The
process parameters are regulated by means of a control algorithm, to which
measurements from sensors installed in the process are fed.

During drawing, temperature and velocities within the glass body change
along radius, angel and vertical axis. The quality of the preform strongly de-
pends on the temperature and velocity distribution throughout the cylinder.
The temperature and velocity distributions depend on the process parame-
ters on the other hand. Because the properties of the optical fiber rely on
the quality of the preform, the process parameters need to be regulated
accurately in order to achieve the required attributes of the preform. For
calculating optimal dynamical parameter settings, a mathematical model
of the process is needed.

The mathematical model formulation of different glass forming processes
can be found in literature, for example [Loc02], [Far11], and [Cho10]. One
of the most discussed glass forming process is the modeling of the optical
fiber drawing process, which relates to the preform glass forming process
model in this work from physics viewpoint. Based on fundamental physical
laws, the flow and heat transfer phenomena in the glass forming process,
both optical fiber drawing and preform manufacturing, can described with
the conservation laws of mass, momentum and energy. The distinctions of
the geometry dimension and the process setup for preform manufacturing
make the glass forming model difference to the optical fiber drawing process.
Because in general optical fibers are drawn with a very small diameter,
some simplifications can be assumed in the modeling, which cannot be
assumed in case of the preform forming process model. The description
of the preform process model considered in this thesis is discussed in the
following subsection.

6.1.1 Mathematical model of glass forming process

The main physical phenomena of the glass forming process arise from
the radiation, heat convection, and fluid dynamics. Basically, the model
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can be divided in two main parts, i.e. (a) the glass flow and (b) the heat
transfer in the glass and from the furnace to the glass (see figure 6.1 (right)).
The glass is assumed to be mechanically incompressible and behaves as
a Newtonian fluid, which hold for the considered process. The effect of
thermal expansion is assumed to be insignificant and is neglected in this
consideration. With these assumptions, the conservation laws of mass,
momentum and energy including the constitutive relation formulate the
system of PDEs of the process in Eulerian formalism:

∂ρ

∂t
+∇T (ρv

)= 0, (6.1)

∂ρv

∂t
+ (v T ∇)ρv =∇T σ(v ,p)+ρg , (6.2)

ρcp (T )
∂T

∂t
+ (v T ∇)(ρcp (T )T

)=∇T (λ (T )∇T ) . (6.3)

In the equation it denotes v : velocity vector, T : temperature of the glass,
cp : specific heat capacity, λ: effective heat transfer coefficient (consider-
ing radiative heat transfer in a simplified way), ρ: density of the glass, g :
gravitational acceleration and σ: Cauchy stress tensor, which is defined for
Newtonian incompressible fluid as

σ(v ,p) =−pI+η (T )
(∇⊗v + (∇⊗v )T) , (6.4)

where η is the dynamic viscosity, p is the pressure and ⊗ denotes the tensor
product.

All variables are described in the time domain T = [tstart,tend] and in the
spatial space G. The PDEs are non-linear regarding to the convection term(
v T ∇)ρv and the material parameters λ, cp , and η which depend on the

temperature T . The material properties of the glass are described in section
6.1.3. Because of the cylindrical form of the preform and the tube, the
cylindrical coordinate system r = (r,ϕ, z)T is used to described the position
in the spatial space. The spatial space is defined for

• z ∈ [zend,zstart],

• ϕ ∈ [0,2π] and

• r ∈ [Rin(z),Rout(z)] (Rin(z) = 0 in case of a preform).
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6.1 Glass-forming process

As the glass cylinder is deformed during the process, the spatial domain G
of the model is changed in time. The geometry of the glass forming model
before the deformation (tstart = 0 s) is shown in figure 6.2 and an example of
the geometry after the deformation is illustrated qualitatively in figure 6.3.

∂Glat

∂Gin

∂Gout

zstart

zend

Figure 6.2: Geometry of the glass model before the deformation and the
boundary conditions

6.1.2 Boundary condition

In order to solve the PDEs, it is necessary to formulate the interaction phe-
nomena between the flowing system and the surrounding into boundary
conditions. The boundaries of the the glass forming model can be cate-
gorized into three domains, namely the lateral boundary ∂Glat, the inlet
boundary ∂Gin and the outlet boundary ∂Gout, as shown in figure 6.2. One
of the key interactions is the energy flow at the lateral boundary, which is
described by the oven model.
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6 Application to a Glass Forming Process

R

W

Rout = R + W
2

Rin = R − W
2

Figure 6.3: Geometry of the glass tube after the deformation
(spatial coordinate in m)

Oven model

The oven model is characterized by the temperature distribution in the oven
and the thermal radiative heat exchange between the glass and the oven.
With the Stefan-Boltzmann laws, the relation of the radiative heat flux q ′′

rad
at boundary is described as:

q ′′
rad = εσB

(
T 4

oven(z)−T 4)=−nT (λ∇T ), (6.5)

where ε: is the emissivity of the glass, σB : Stefan-Boltzmann constant,
Toven(z): oven temperature distribution in the oven. In this work, the oven
temperature is assumed to be rotation-symmetric and therefore is only a
function of the z-coordinate. The oven temperature Toven(z) is illustrated
qualitatively in figure 6.4.

Toven(z) is assumed to be Gauss-like curve depending on some specific
process parameters such as ambient temperature Tamb or maximal oven
temperature Toven_max. The curve of Toven(z) is described by the function
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6.1 Glass-forming process

Toven(z) =
⎧⎨
⎩Tamb +

(
Toven_max −Tamb

)
exp

(−|z−z0|aabove

babove

)
, for z ≥ z0

Tamb +
(
Toven_max −Tamb

)
exp

(−|z−z0|abelow

bbelow

)
, for z < z0

(6.6)

The parameters aabove, babove, abelow and bbelow are fitted by specifying
the mentioned temperatures and additionally the temperatures at some
arbitrary points z, e.g. at the end of the furnace.

zend z1 z0 z2 zstart
Tamb

Toven_max

Heating Tube

To(z1)
To(z2)

Glass flow direction

z-Axis

Toven(z)

Figure 6.4: Dependence of oven temperature respect to the z-coordinate

The glass cylinder with the temperature Tcyl is fed at the upper boundary
z = zstart with the velocity vf. Therefore, at the upper boundary the Dirichlet
boundary condition is defined by fixing temperature of glass cylinder Tcyl.
At the outlet boundary, the convection-dominated boundary condition with
the ambient temperature Tamb is applied. This condition states that the
heat transfer occurring across the boundary is only by convection. The
temperature gradient in the normal direction, namely the conductive heat
flux q ′′

cond, is zero.

T = Tcyl for r ∈ ∂Gin (6.7)

q ′′
cond = 0 for r ∈ ∂Gout (6.8)
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6 Application to a Glass Forming Process

For the flow, the Navier-Stokes with free surface flow allows the calculation
of the geometry deformation. The formulation of the boundary condition
for the free surface flow can be found in [Gan06]. The geometry of the outer
lateral boundary moves with the interface velocity v interface. At the lateral
boundary the kinetic boundary condition for the free surface flow is applied
as followed.

nT σ
(
v ,p

)
n =σsK for r ∈ ∂Glat (6.9)

τT
i σ

(
v ,p

)
n = 0 for r ∈ ∂Glat (6.10)

σs the surface tension coefficient and K is the sum of the principal cur-
vatures. Further τi , i = 1,2 are tangential vectors on the free surface. The
shear stress (eq.(6.10)) vanishes at a free liquid surface. The normal stress
boundary condition at a fluid-fluid interface actually determines the curva-
ture of the interface at the point in question. However, due to the geometry
scale, the pressure caused by the surface tension can be neglected compared
to atmosphere pressure. Apart from the kinetic boundary condition, the
kinematic condition at the free surface

v T n = v T
interfacen for r ∈ ∂Glat (6.11)

has to be satisfied, i.e., the normal velocity of the fluid at the interface should
be equal to the normal velocity of the interface. Besides the free surface
flow condition at the lateral boundary, the Dirichlet boundary condition is
applied at the inlet and outlet boundaries. The velocities at inlet and outlet
boundaries are set to equal the feeding speed and the pulling speed as:

v (r ∈ ∂Gin ) = v feed =−vfez , (6.12)

v (r ∈ ∂Gout) = v pull =−vpez . (6.13)

6.1.3 Fluid physical properties of glass

Aside from the process parameters, the forming process depends on the
material properties, as described in eq.(6.1)-eq.(6.4) as well. The material
parameters of glass vary strongly with the relevant temperature range during
the forming process. The nonlinear materiel parameter laws of glass are
described in the following:
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6.1 Glass-forming process

Heat Capacity The heat transfer in the glass as stated in equation (6.3)
principally relies on the heat conductivity and heat capacity parameters.
The specific heat capacity cp is in general slightly dependent on the temper-
ature. According to measurements of our industry partner, the following
relation is employed in this paper.

cp (T ) = cp 1 +cp 2

(
T −cp 3

)
(6.14)

Although two parameters would be sufficient to represent the linear depen-
dence, an approach with three parameters in eq. (6.14) is chosen because it
is easier to be interpreted for the modeler. The relation between the specific
heat capacity and the temperature is shown in figure 6.5a.

Heat Conductivity In modeling of heat transfer in the glass forming pro-
cess, the heat flux is the result of the contribution of the thermal conduction
and the radiation. The calculation of the conductivity due to the radiation is
often complicated. The Rosseland approximation [Ros24], where the radia-
tive conductivity λrad is assumed to be proportional to T 3, is commonly ap-
plied for the radiative conductivity in glass models [Gro11], [Pye05], [Cho05].
According to our industry partner’s measurements and experiences, the
modified relation of the effective heat conductivity is used as

λ (T ) = λ1︸︷︷︸
thermal conductivity

+ λ2 ·T λ3︸ ︷︷ ︸
radiative conductivity

. (6.15)

This relation has the same structure as the Rosseland approximation in case
of λ3 = 3. The dependence between the effective heat conductivity and the
temperature is presented in figure 6.5b.

Dynamic Viscosity The glass is a rheological material exhibiting visco-
elastic properties. However, the motion of glass is dominated by viscous flow
and the influence of elastic effects is often neglected [Gro11], which is also
assumed in this thesis. The viscous properties of glass can be determined
by the dynamic viscosity. In case of soda lime silica glasses, the dynamic
viscosity is dependent on the temperature and the shear rate [Sim89]. As
the viscosity range considered in this application depends mainly on the
temperature, the dynamic viscosity is formulated as a function of tempera-
ture by means of the available experimental measurements. The range of
the viscosity of glass for varying temperature is relatively large. Typically
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6 Application to a Glass Forming Process

the temperature dependence of the viscosity of glass about the melting
temperature is given by the Vogel-Fulcher-Tammann(VFT) relation [She05].
As it can be observed in figure 6.5c, the viscosity value by VFT relation pro-
vide an extremely large value of viscosity at low temperature, which could
be difficult for the numerical solver of the PDEs. In order to facilitate the
numerical computation, the maximal value of dynamic viscosity is limited
by using the modified relation

log10

(
η(T )

)= η1 +η2 · tanh
(
η3(T −η4)

)
. (6.16)

A typical curve of the dependence between the viscosity and the tempera-
ture using in this application is illustrated in figure 6.5c.
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Figure 6.5: Temperature dependency of material parameters, measurements
(red circles) and their interpolated function (blue line)
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6.1 Glass-forming process

All parameters λ1, λ2, λ3, cp 1, cp 2, cp 3 as well as η1 till η4 for the material
model are usually determined by the modeler, based on available informa-
tion, some empirical knowledge or experimental measurement data, and
therefore they are uncertain. The uncertainty of the parameters could pro-
vide the discrepancy between the model predictions and the measurement
data as discussed later in section 6.2. In this chapter, a parameter calibration
method based on measurement data and model predictions by means of
Bayesian inverse problem formulation is proposed.

6.1.4 Implementation

In general, there is no analytical solution for the initial-boundary value
problem (IBVP), especially for such a complex nonlinear system as the glass
forming process model. Therefore, the IBVP should be solved approximately
by numerical method such as Finite Element Method (FEM) or Finite Vol-
ume Method (FVM). The FEM approximates the solution of the IBVP by
discretizing the spatial space as discussed in section 2.2.1.

The PDEs and the boundary conditions discussed previously are defined
in general in the three dimensional (3D) or two dimensional (2D) spa-
tial space G. The 3D model is demanded e.g. in case of analysis of oval
deformations of the preform due to hot spots in the furnace. Nevertheless,
the 3D model requires tremendous computational effort. Because of the
high computational effort of 3D, one tries to avoid the full computation, if it
is not necessary.

In case of fundamental analysis, such as analysis of the diameter or tem-
perature, where the variables do not depend on the angle ϕ, the 2D models
can be deduced from the axisymmetric assumption. All variables in the
model, hence, depend on the spatial coordinate r = (r, z)T with the radius r
and the height z. Simulation of 2D models requires quite less effort than the
full 3D model, therefore the two-dimensional (2D) model is rather preferred
for the fundamental analysis in general.

In the course of this thesis, all partial differential equations, the boundary
conditions and the constitute equations of the glass forming process model
discussed in the last section are implemented in the commercial FEM soft-
ware COMSOL version 5.2. Figure 6.6 shows one of the results of the 2D
model. More details about the glass forming Finite Element model can be
found in the previous works [Ber06], [Saw09], [Ja11], [Ja13b] and [Ja15b] at
the IOSB.
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Figure 6.6: Temperature distribution of the forming process of a glass rod by
2D-FEM model with 3D visualization

Implementation of moving boundaries

The main challenge of the free surface flow computation in 3D and 2D
models is the moving boundary and the deformed mesh. In continuum me-
chanics there are two descriptions of spatial space, namely the Lagrangian
and the Eulerian descriptions. The Eulerian description represents a field
as a function of position x , while the Lagrangian description represents a
field as a function of material coordinate x0. The Lagrangian description is
applied mostly in solid mechanics problems, as the mesh can move with
the deformation of the material. In most cases of fluid flow problems, the
Eulerian description is preferred. For such descriptions the mesh remains
fixed while the material passes through it. With the Eulerian description, it
is difficult to track the moving boundary.
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6.1 Glass-forming process

The Arbitrary Lagrangian-Eulerian (ALE) method was developed in attempt
to combine the advantages of the Lagrangian description and Eulerian
description. The application of ALE method to the free surface flow have
been presented in many publications e.g. [Don82], [Nob01], [Wan97]. In
the FEM implementation in this thesis, the tracking of the moving boundary
succeed by using Arbitrary Lagrangian-Eulerian (ALE) method.

1D model simplification

In case of rapid test, the one-dimensional (1D) model can be used. The 1D
model, sometimes called Trouton model, [How94, Loc02] is derived from
the thin-layer flow assumption. It is supposed, that the radius of the glass
cylinder R is very small compared to the typical length L in z-direction
(R/L � 1). In the 1D model, the variables are only the function of space
r = z and time t . The glass tube version of the Trouton model is:

∂

∂t
(RW )+ ∂

∂z
(vz RW ) = 0, (6.17)

∂

∂z

(
3η(T )RW

∂vz

∂z

)
=−ρg RW, (6.18)

∂R2

∂t
+ ∂

∂z

(
vz R2)= ps

η(T )

R

2W

(
R2 − W 2

4

)
, (6.19)

Aρcp (T )

(
∂T

∂t
+ vz

∂T

∂z

)
= ∂

∂z

(
Aλ(T )

∂T

∂z

)
+2πRoutq ′′

rad. (6.20)

where R is the nominal radius of the glass tube (see figure 6.3), W is the wall
thickness of the tube, Rout = R +W /2 is the outer radius of the tube, vz is
the velocity of the glass in z-direction, ps is the applied pressure inside the
tube, which may vary in the drawing direction and q ′′

rad is the radiative heat
flux as eq.(6.5). The cross section area A of the tube can be calculated from:

A =πR2
out −πR2

in,=π

(
R + W

2

)2

−
(
R − W

2

)2

, (6.21)

A =π (2RW ) . (6.22)
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Figure 6.7: Solution of the 1D model simulation of glass rod along the z coor-
dinate. (The values of z are intentionally suppressed due to a confidentiality
obligations)

The preform or the glass rod can be seen as a special case of the tube version,
where W = 2R. The glass rod version of the Trouton model is then:

∂A

∂t
+ ∂

∂z
(vz A) = 0, (6.23)

∂

∂z

(
3η(T )A

∂vz

∂z

)
=−ρg A, (6.24)

Aρcp (T )

(
∂T

∂t
+ vz

∂T

∂z

)
= ∂

∂z

(
Aλ(T )

∂T

∂z

)
+2πRoutq ′′

rad, (6.25)

where A is the cross section area of the glass rod. The elaborated derivation
of the Trouton model can be found in [How94] and [Loc02]. In order to solve
these systems of partial differential equations, the boundary condition at
z = zend and z = zstart is required.
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6.1 Glass-forming process

In respect of the production process setting, the boundary conditions of the
1D model are assumed as follows:

R(zstart) = Rcyl, (6.26)

W (zstart) =Wcyl, (6.27)

vz (zstart) = vfeed, (6.28)

vz (zend) = vpull, (6.29)

T (zstart) = Tcyl, (6.30)

qcond(zend) = 0. (6.31)

where Rcyl and Wcyl denote the nominal radius and the wall thickness at the
inlet. An example of a result of the 1D model is presented in figure 6.7.

Difference between 1D and 2D

The Trouton model is a rough approximation of the glass forming process. It
is typically applied to an optical fiber production process, where the radius
R is very small compared to the length L. This is, however, not the case
concerning the model considered in this thesis. The radius of the preform is
small but not small enough to provide a good approximation in the forming
zone of the glass.

In the 1D model, it is assumed that the variables do not vary in radial
direction. In reality the temperature in the forming zone is not only varying
with height z, but also with radius r as demonstrated in figure 6.8. As a
consequence, the flow velocity is also varying with r and z as presented by
the radial component of the velocity in figure 6.9. Due to this structural
inaccuracy of the model the resulting forming behavior calculated by the
1D Trouton model differs from the 2D and 3D model.

The difference of the glass radius between the 1D and 2D model solution
is demonstrated in figure 6.10. In the real process, the shrinkage ΔD , which
is the difference of diameters between the two sensor positions zs1 and zs2,
is an important measurement characterizing the status of the production
process. It can be observed in figure 6.10, that the 1D model underestimates
the shrinkage of ca. 2 mm compared to the 2D model. The shrinkage
differences between the 1D and 2D models of the nominal value ΔD =
4-5 mm is a considerably large error.
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6.2 Analysis and identification of the glass forming model with UQ Framework
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Figure 6.10: Discrepancy between the 1D and 2D model (The values of z are
intentionally suppressed due to a confidentiality obligations)

This error affects equation (6.25) directly as the outer radius Rout influences
the radiation energy entering into the system. The effect appears apparently
as the 1D model is analyzed and calibrated in section 6.2.1 and 6.2.2. This
shows that the 1D model is an over simplified model and one has to keep
these limitation in mind.

6.2 Analysis and identification of the glass

forming model with UQ Framework

As mentioned in chapter 1, the discrepancy between the real measurements
and the numerical solution is a typical issue in modeling and simulation.
This issue with respect to the glass forming model is illustrated by figures
6.11 and 6.12. Figure 6.11 shows sensor measurement data of a real pro-
duction of preforms with D < 100 mm. The figure shows that there are
uncertainties in the process. It can be seen that the diameter D has low
uncertainties, while the temperatures have relatively large uncertainties.
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6 Application to a Glass Forming Process

The comparison of the measurements and the simulation results is shown
in figure 6.12.
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Figure 6.11: Measurement data from a production of preforms (blue line).
The red lines represent the mean values.

Figure 6.12 presents three exemplary simulation results regarding to differ-
ent parameter settings compared with the stationary measurement values
from figure 6.11. It shows that the simulation results with the current pa-
rameter settings do not agree with the measurement data. Due to the non-
linearity of the model, it is very delicate to calibrate the model parameters
in order that the model responds correspond to the real measurements.
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Figure 6.12: Solution of 1D model of glass rod regarding to different parameter
settings (blue: radius, green: temperature, red: velocity). The circles illustrate
the stationary measurements from figure 6.11.

In this section, the application of the framework of analysis and identifica-
tion with UQ to the glass forming process model is presented to solve this
disagreement. As mentioned in chapter 2, the incomplete knowledge in
the modeling stage could lead to uncertainties in the model. Based on the
Bayesian perspective, the uncertainties can be derived from the modeler’s
knowledge state. In the course of this thesis, all the uncertainties in the
modeling are considered in form of uncertain parameters represented by
random variables (RVs). In this application, the glass forming process model
described previously is considered with the parameters represented by the
RVs with some known probability distributions.

A related study is proposed by Mawardi in [Maw08]. The study shows the
numerical simulation of an optical fiber drawing process under uncertain
parameters. The considered model in his study is the 1D model of the glass
fiber drawing. The propagation of the uncertainties of the input parameters
to the model response uncertainty is computed based on a sampling-based
method, namely Latin Hypercube Sampling.
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6 Application to a Glass Forming Process

Compared to the study in [Maw08], the considered model in this thesis re-
quires more computational effort per simulation, that could not be feasible
for a sampling-based method to calculate the pdf of the system response.
The gPC expansion for the uncertainty propagation and the sensitivity anal-
ysis is applied to facilitate the computation. Moreover, the gPC approx-
imation can be used as a surrogate model in the parameter calibration
procedure, as discussed in section 5.3. In this thesis, the 1D and 2D glass
forming model is analyzed and identified with the developed framework.

6.2.1 Analysis of 1D glass forming process model

In the considered glass forming model, there are in total about 30 concerned
parameters. In order to understand the behavior of the system, the influ-
ence of each parameter should be found out by sensitivity analysis. In this
section, the system analysis of the considered 1D glass forming model is
separated into two studies, namely the parameters of the oven model and
the parameters of the material model. The parameters of the oven model
including the emissivity ε and the parameters of the material model are
arranged in vector form as:

q oven = [Toven_max,Tamb, aabove,babove, abelow,b below,ε
]T

q mat =
[
λ1,λ2,λ3,cp 1,cp 2,cp 3,η1,η2,η3,η4

]T

In the studies, these 17 parameters are considered to be uncertain. The
parameters are assumed to be independent uniformly distributed. The
uncertain range of the parameters is given by q 0 ±Δq , where q 0 is the
nominal deterministic value of the parameters. The Δq is given usually in
percentage based on the assumptions from the knowledge state of the model
user. Figures 6.27a - 6.30a demonstrate the uncertainty of the parameters of
the oven model and the material models.

The solution of the PDEs (6.23) - (6.25) are the temperature, velocity and
the radius (calculated from the cross section area A) as functions of position
along the z-axis as revealed in figure 6.7. According to the sensor system
of the real production, the following quantities are considered as system
responses of the 1D model.
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6.2 Analysis and identification of the glass forming model with UQ Framework

• The shrinkage is the difference of the diameters between the two
sensor positions ΔD := D(zs1)−D(zs2) = 2(R(zs1)−R(zs2)).

• The temperature of the glass at the sensor position zs1, called glass
temperature Tg = T (zs1).

The gPC expansions of the system responses are constructed for both cases,
namely oven model and material model, regarding to the assumed uncer-
tain parameters in each model. The gPC approximation is constructed with
the procedure described in chapter 3 by using the software developed in
the framework. As a consequence of the uniform distributions, the Legen-
dre polynomials are used as orthogonal polynomial basis functions. The
polynomial order P is chosen to be 4 according to the modeler’s experience.
For the reason that the considered model is implemented with commercial
software and the solver code is difficult to access, the NISP method is used to
calculate the coefficients of the gPC. Using the NISP approach, the polyno-
mial coefficients are determined by the sparse grid quadrature (see section
3.2.4). With the FEM model described in section 6.1 the system responses
at the sparse grid quadrature nodes are computed. The coefficients and
the orthogonal polynomial constitute the gPC approximation model for the
system responses mentioned above.

Uncertainty propagation

As discussed in chapter 3, the pdf of the system responses can be assessed
from the gPC approximation model consisting of the orthogonal polynomial
and the corresponding coefficients. The pdfs are approximated by using the
gPC approximation as a surrogate model, which is computational cheaper
than solving the full 1D model. The approximated pdfs of the two system
responses of the 1D glass forming model Tg and ΔD are shown in figure 6.13
and 6.14. The pdfs indicate the probability of the system responses accord-
ing to the assumed uncertain parameters. From both figures, it is indicated
that the uncertainty in the oven model leads to the larger uncertainty of
both model responses compared to those of the material model.

The uncertainties of the outer radius of the glass rod are presented in
figure 6.15 for both models. The red line presents the mean of the outer
radius, while the gray interval shows the uncertainty ±2σ of the radius along
the z-coordinate. The uncertainty interval is determined by the standard
deviation value, which can be calculated directly from the gPC-coefficients.
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Figure 6.15: Uncertainty of the radius along the z-coordinate for the oven
model and for the material model. (The values of z are intentionally sup-
pressed due to a confidentiality obligations)

It can be seen that the uncertainty of the radius occurs solely in the de-
formation zone, but not including the boundary. This is comprehensible
as the uncertain parameters in both studies do not act on the boundary
conditions. These uncertainty intervals along the z-axis from both figures
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6.2 Analysis and identification of the glass forming model with UQ Framework

provide valuable information to the model user, where the uncertainties can
arise. For example, figure 6.15 shows that the uncertainty of the material
model has lower effect to the radius at the heating tube than the uncertainty
of the oven model.

Figure 6.16 visualizes the pdf of the temperature T and along the z-axis
of the oven model study. The temperature value at z ≈ zstart is almost de-
terministic because of the Dirichlet boundary condition . This appears in
figure 6.16 as the pdf has a very high value at z ≈ zstart = 0.5 m. A spatial
slice of the pdf p(T ; z) at z = zs1, shown by the magenta line in figure 6.16,
constitutes exact the pdf p(Tg ) of the oven model shown in figure 6.13. This
information delivers the uncertain range of the system responses regard-
ing to the assumed uncertain parameters. In these studies it is obvious
that the parameters of the oven model have more influence to both system
responses (Tg ,ΔD) than the parameters of the material model.

Figure 6.16: pdf of Temperature along the z-axis according to the uncertainty
in the oven model. The magenta line presents a spatial slice of the pdf p(T ; z)
at z = zs1. (The values of z are intentionally suppressed due to a confidentiality
obligations)
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6 Application to a Glass Forming Process

Sensitivity analysis

In the next step, the sensitivity analysis is applied to the system responses.
A first study of sensitivity of the glass forming process using the finite differ-
ence method can be found in a previous publication [Ja11] of the author. In
the course of this thesis, the sensitivity measures of all stochastic parameters
are calculated from the gPC coefficients as discussed in section 4.4.
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Figure 6.17: Sensitivities with respect to the oven parameters
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Figure 6.18: Sensitivities with respect to the material parameters
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6.2 Analysis and identification of the glass forming model with UQ Framework

The sensitivity measures, i.e. Sobol Indices, of the parameters in the oven
model and in the material model are illustrated in figure 6.17 and 6.18 re-
spectively. The bar length indicates the relative influence of the parameters.

Both figures display that the parameters which have relatively large in-
fluence are Toven-max, abelow, bbelow and ε in the oven model and λ3, cp1 , η1

and η4 in the material model. The sensitivity information will be used for
calibrating the parameters in the next section.

6.2.2 Parameter calibration of 1D glass
forming process model

The parameter calibration of the glass forming process model by the
Bayesian inverse problem approach without the gPC approximation is
proposed in a previous publication [Ja13a] of the author. Due to the com-
putational effort for solving the model, the calibration can be done only
with a small number of parameters. In this section, the developed frame-
work is applied to calibrate the model parameter with the help of the gPC
approximation, which facilitates the calibration with a moderate number of
parameters.

In the production process, the sensors provide measurements typically
as time series as shown in figure 6.11. The production process consists
basically of three main phases, namely start phase, stationary phase and
end phase. In the course of the thesis, the system response in the stationary
phase is considered because it mostly decides the quality of the end product.
The measurement values used for the calibration can be obtained by the
mean value at the stationary phase:

yss := 1

tss_end − tss_start

tss_end∫
tss_start

y(t )d t . (6.32)

Apart from the measurements of Tg and ΔD , the following process quanti-
ties are taken into account for the calibration:

• the diameter of the glass cylinder Dcyl,

• the cylinder temperature Tcyl,
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6 Application to a Glass Forming Process

• the maximal oven temperature Toven_max, and

• the mass throughput MP pc, the process specific quantity related to
the feeding speed vfeed and the pulling speed vpull .

The relation of the stationary measurement data is shown by scatter plots in
figure 6.19. It reveals that the measurements data are hardly correlated to
each others.
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Figure 6.19: Scatter plots of the stationary measurements from selected pro-
ductions (The units of the data are intentionally suppressed due to the confi-
dentiality obligations.)

The parameters for calibration are chosen from the knowledge about the
sensitivity of the parameters of the oven model and the material model. The
following parameters are considered.
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6.2 Analysis and identification of the glass forming model with UQ Framework

q =
[

qprocess; q calibrate

]
q process =

[
Dz , MP pc,Tcyl

]T

q calibrate =
[
Toven_max,ε, abelow,bbelow,cp 1,λ3,η1,η4

]T

The study model is also considered in the form:

y M =
(
ΔD
Tg

)
=M

(
qprocess, q calibrate

)
(6.33)

The measurement y ss is modeled by the simulation result with additive
independent Gaussian white noise w (ω), whose variance can be determined
from the measurement data directly.

y ss = y M (q)+w (6.34)

Based on the assumed pdfs of the parameters, the gPC approximation is
constructed. The gPC approximation can be used to analyze the system and
can be employed as a surrogate model in the parameter calibration.

y M ≈ y g PC
(

qprocess, q calibrate

)
(6.35)

The diameter of the preform in the real production is varied. In this study,
only the productions of the preform with some certain diameter D are
considered. The uncertainty propagation analysis based on the assumed
inputs provides the results shown in figure 6.20 - 6.23. Figures 6.20 and
6.21 illustrate the uncertainty of the temperature and the radius along the
z-coordinate. The sensitivity analysis is applied to the model and the Sobol
indices of the two system responses w.r.t. the parameters are illustrated in
figure 6.24.

The probability density functions of the system responses corresponding
to the two sensor values are presented in figure 6.22 and 6.23. The mea-
surements from the productions of the considered preforms are marked
in the both figures. Both figures show that the assumed uncertainties of
the parameters lead to the larger uncertainty of system responses than the
fluctuation of the real measurements. The discrepancy between the system
responses pdfs and the measurements suggest that the assumption of input
parameter should be changed or rather calibrated.
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Figure 6.24: Sensitivity w.r.t. the parameters in the calibration model

In the Bayesian statistic inverse formulation, the input parameters q , the
measurement y and the model responses y M are considered as the random
variables. The parameter vector q calibrate is calibrated using the Bayesian
formulation as described in chapter 5.
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6 Application to a Glass Forming Process

In this section the batch method is applied to assess the posterior distribu-
tion. The computation of the posterior distribution by the MCMC method
in this thesis is based on the implementation of Delayed Rejection Adaptive
Metropolis (DRAM) by Haario [Haa06]. The estimated posterior pdfs of the
calibrated parameters are presented in figure 6.25. The correlation of the
parameters are illustrated by the scatter plots in figure 6.26. From the fig-
ure, one can observe the correlation between the parameters e.g. Toven_max,
abelow and ε.
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Figure 6.25: Estimated posterior pdf of the calibrated parameters (The units
of the data are suppressed due to the confidentiality obligations)
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6 Application to a Glass Forming Process

The distribution changes of the parameters compared to their prior distribu-
tion can be observed in figure 6.25. These changes are also corresponding to
the Sobol indices shown in figure 6.24 except for the parameter abelow. The
parameter abelow does not change much despite its relatively high influence.
This is due to the correlations existing between the parameter abelow and the
parameter ε and Toven_max, which have higher influence than the parameter
abelow.

The values of calibrated parameters Toven_max and ε are relatively low
compared to the physical meaningful parameter. As mentioned previously,
in the parameter calibration the calibrated parameters could have little
or no physical meaning. From the fact that the 1D model provides too
low shrinkage value, as discussed in section 6.1.4, the Bayesian calibration
provides the best possible parameter set regarding to the current model.
This results in the calibrated parameters Toven_max and ε, which are the most
sensitive parameters as revealed in figure 6.24.

The difference between the prior and the posterior distribution of the
oven model and the material model can be seen from figures 6.27 to 6.30.
Figures 6.27a - 6.30a show the prior distributions, while figures 6.27b - 6.30b
present the posterior distribution after the calibration. The most distinct
changes happen for the parameters Toven_max, λ3 and cp 1. The distribution
changes can be seen apparently in figures 6.27, 6.28 and 6.29.

(a) before calibration (b) after calibration

Figure 6.27: Distributions of the oven temperature
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6.2 Analysis and identification of the glass forming model with UQ Framework

(a) before calibration (b) after calibration

Figure 6.28: Distributions of the heat conductivity

(a) before calibration (b) after calibration

Figure 6.29: Distributions of the heat capacity

(a) before calibration (b) after calibration

Figure 6.30: Distributions of the viscosity
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6.2 Analysis and identification of the glass forming model with UQ Framework

By evaluating the model with the posterior pdfs, the temperature and the
radius pdf along the z-coordinate result as shown in figure 6.31 and figure
6.32 respectively. Compared to the distributions before calibration shown
in figure 6.20 and 6.21, the distributions with the calibrated parameter are
more concentrated. In the magnified view of both figures, it is obvious that
the curves go through the measurements, which are indicated by the black
circles. This can be interpreted that the distributions of the calibrated para-
meters provide consistent results. The calibrated parameters yield system
responses that correspond with the given measurement data. However, the
model with the calibrated parameters could lose the physical interpreta-
tion, if the underlying model does not reflect the process with the desired
accuracy, which is the case of the simplified 1D Trouton model.

Additionally to quantitative information about the calibrated parameters,
one achieves the knowledge from system analysis and identification about
the system as well. The effects of the parameter spreading through the
spatial space can be derived from the uncertainty propagation of different
parameter settings, as shown in e.g. figure 6.15 and 6.16. The intrinsic
relation between the parameters can be obtained from the sensitivity analy-
sis (Fig. 6.24) as well as the posterior distributions (Fig. 6.26). From this
application of the framework to the 1D model, one can also realize that the
assumed radiation energy determined by the oven model seems to be too
high for the 1D model.

6.2.3 Analysis of 2D glass forming process model

As the second numerical study, the analysis and parameter calibration of
the 2D model of the preform production process is considered. Due the
radial dependence of the variables in the 2D model, which is discussed in
section 6.1.4, the importance of the parameters the in 2D model is expected
to be different from the 1D model.

The parameter terms which are related directly to the temperature such
as cp 2 and λ2 should be more interesting. Due to the computational effort
of the 2D model, the study is restricted to three parameters. These parame-
ters are two material parameters, namely, cp2 and λ2 from equation (6.14)
and (6.15) respectively, and one parameter of the oven temperature profile
To1, as the parameters abelow and bbelow are not physically representative
and can not be interpreted in an easy way. The parameter To1 is the oven
temperature at the end of the oven and is related directly to the oven tem-
perature Toven. Together with the other specified process parameters such
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6 Application to a Glass Forming Process

as Tamb and Toven_max, the parameters abelow and bbelow are specified by a
curve fitting method.

The solutions of PDEs (6.1) - (6.3) are the temperatures, and the velocity
distribution in the 2D and the geometry of the deformed glass. The following
quantities are considered as the system responses of the 2D model.

• The shrinkage ΔD = D(zs1)−D(zs2) = 2(R(zs1)−R(zs2)). (see Fig. 6.10)

• The glass temperature Tg = T (zs1).

• The viscous force at the position zs1, which is defined as:

Fvis(z) :=
∫

2η(T (r,z))
∂vz (r,z)

∂z
2πr dr (6.36)

Fvis(zg 1) corresponds to the measured pulling force Fpull of the
production process.

These three system responses can be obtained by evaluating the solution of
the PDEs resulted by the FEM calculation at the corresponding z-coordinate.
The studied system is defined by these three input parameters and these
three system responses as

y M =
⎛
⎝ΔD

Tg

Fvis

⎞
⎠=M

(
To 1,cp 2,λ2

)
. (6.37)

As in the 1D-study, the uncertainties of the the parameters is given by the
model user in the form q 0 ±Δq . The gPC approximation model with the
polynomial order P = 7 is constructed based on the assumed uncertain
parameters. The probability distribution of the three system responses are
visualized by histograms and scatter plots in figure 6.33. The histograms
show the probability range of the system response regarding the assumed
input parameters, while the scatter plots reveal the dependency of the three
system responses.

As sensitivity measures, the Sobol indices are calculated from the gPC
coefficients. The Sobol indices of the three system responses are illustrated
in figure 6.34. It is obvious that the parameter λ2 has the most influence to
the three system responses.
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By using the gPC as a surrogate model, the system responses can be ap-
proximated. The result of approximated system responses subject to the
parameter λ2 by considering the parameters To 1 and cp 2 as determinis-
tic nominal value is shown in figure 6.35. The figure shows a very good
agreement between the gPC approximation and the original 2D FEM model.
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Figure 6.35: System responses (Δ) and its gPC approximation (line) of the 2D
model subject to the parameter λ2 by setting the parameter To 1 and cp 2 to
fixed values.

Local sensitivity analysis is applied by computing the derivative of the model
responses as described in section 4.2. As an example, the derivative of the
system responses with respect to the parameter λ2 is calculated and the
result is presented in figure 6.36. The local sensitivities reveal the influence
of the parameter λ2 to all system responses. This information is very useful
for the model user to develop and improve the model. As discussed in
section 4.2, the approximation of the derivative works only in case that the
PDEs solutions with respect to the parameter space are smooth enough.
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6.2.4 Parameter calibration of 2D glass forming process
model with Bayesian update

One goal of the study is to find the value of q = [To1,cp 2,λ2
]T , which gives

the computer model prediction y M closest to the given measurement data
y . In this section, the recursive Bayesian update is applied to compute the
posterior pdf of q .

As discussed in chapter 5, the solving of the statistical inverse problem
requires repeated computations of the model at different parameter settings.
In order to avoid this extensive computation of the FEM, the gPC approxi-
mation is used as surrogate model for the forward model in the calculation
of the likelihood function.
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6 Application to a Glass Forming Process

Representation by PCE

In the inverse uncertainty quantification framework, the input parameters
q , the measurement y and the model responses y M are considered as the
random variables (see chapter 5). Following section 5.2.1, the RVs can be
represented by the PCE:

Q(ω) =
NP∑

k=0
q k H k (ξ(ω)) , (6.38)

Y (ω) =
NP∑

k=0
y k H k (ξ(ω)) , (6.39)

Y M (ω) =
NP∑

k=0
y M

k H k (ξ(ω)) , (6.40)

where H k is multi-dimensional PC constructed from the one-dimensional
Hermite Polynomials.

For computational purposes, in this study the expansion order of the PCE
P is 5. With the dimensions of input parameters of 3, it yields NP +1 = 56
coefficients per outputs (see eq.(3.12)). These PCE representations of
Q ,Y ,Y M can be written in the matrix form

Q = [q 0 · · ·q k · · ·q NP

]
, (6.41)

Y = [y 0 · · · y k · · · y NP

]
, (6.42)

YM =
[

y M
0 · · · y M

k · · · y M
NP

]
. (6.43)

where NP = 55 in this case. Given the means of the measurement μ and the
corresponding standard deviation σ, the measurement Y is given by

Y =
⎡
⎣μΔD σΔD 0 0 0 · · · 0
μTg 0 σTg 0 0 · · · 0
μFvis 0 0 σFvis 0 · · · 0

⎤
⎦ . (6.44)
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The prior distribution of the parameter vector q is assumed as an indepen-
dent Gaussian distribution, i.e.

Q0 =
⎡
⎣μTo1 σTo1 0 0 0 · · · 0
μcp2 0 σcp2 0 0 · · · 0
μλ2 0 0 σλ2 0 · · · 0

⎤
⎦ . (6.45)

Figures 6.37 and 6.38 present the scatter plots of the measurements Y and
the prior distribution Q0. Starting from the matrices Y and Q0, the Bayesian
update of the parameter q can be performed as described in section 5.2.1.
The model output Y M is a mapping of Q . The PCE representation of Q is
summation of polynomial functions of normal distributed RV ξ(ω). There-
fore, the coefficient of YM can be obtained by the NISP method, where the
integral of the inner product is computed by means of the Gauss-Hermite
quadrature.
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Figure 6.37: Distributions of the measurements y
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Bayesian update results

Figure 6.39 shows the parameter Q after the update in the first step. Com-
pared to the prior distribution shown in figure 6.38, one can see that the pdfs
of the parameter change significantly after the first step update. Although
the prior distribution is set to be independent Gaussian, the pdfs after the
first update shows dependency immediately. Moreover, the updated pdfs
are not Gaussian anymore. This point reveals the advantage of Bayesian
update with PCE over the original Kalman-Filter, which has the limitation
to the Gaussian distribution as mentioned in section 5.2.1.

The Bayesian update is performed for Nstep = 20 steps to show the con-
vergence of the estimation and is illustrated in figure 6.40 and figure 6.41.
Figure 6.40 shows the means of the estimations with the 2σ intervals. The
mean values and standard deviations of the estimated parameters q can be
determined directly by the PCE coefficients as discussed in chapter 3.

Figure 6.41 demonstrates the convergence of the estimation conclusively
by the prediction error of the system responses. The relative error is deter-
mined by the following equation:

ε=
∣∣E(Y M )−E(Y )

∣∣
|E(Y )| . (6.46)

Figure 6.42 shows the final results of the parameter calibration after 20
updates. The strong dependency of the parameters, e.g. between cp2 and
λ2, is clearly visible. In order to evaluate the results, the parameter Q is also
calibrated by using the MCMC method. The results of the calibration using
the MCMC method are shown in figure 6.43.

The results from the PCE update method and MCMC method are quite
similar. A small difference is that the posterior pdfs resulted by the MCMC
methods is more distributed than by the PCE update method. This dif-
ference in this study could be caused by the slow convergence rate of the
MCMC compared to the PCE update method. This is also the definitive ad-
vantage of the PCE update method compared to batch methods. However,
results from the PCE update method could be differ from the batch method
with sufficient number of samples for nonlinear model as the PCE update
is a linear method. The reader is referred to [Mat16b] for detail about the
nonlinear version of the PCE update method.
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6.2 Analysis and identification of the glass forming model with UQ Framework
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Figure 6.42: Distributions of the parameters q after update 20 step
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6 Application to a Glass Forming Process

It can be acknowledged from Fig. 6.40, 6.42, and 6.43, that the estimation
of the parameter cp 2 still has a large variance compared to the other two
parameters. This is because the parameter cp2 of the specific heat capacity
has the smallest influence to the three system responses compared to the
other two parameters as the sensitivity analysis finds out (cf. Fig. 6.34).
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Figure 6.44: Distributions of the model prediction y M

The convergence of the error shown in figure 6.41 can be construed at once
as the limit of the calibration by using only the three input parameters. It
shows that the other parameters should be taken into account to obtain
better results with less errors. Nevertheless the relative error of ca. 7×10−3,
which equates to less than 1 K error, suffices more than enough with respect
to the considered application.

The pdf of Y M based on the calibrated parameters Q after the 20 updates
is presented in figure 6.44. Compared to the pdfs of the given measurement
Y shown in figure 6.37, the pdfs of Y M give the similar mean values as the
measurement Y . However, the pdfs of Y M does not show the independen-
cies as it has been assumed. Figure 6.44 reveals some dependency of the
system responses, especially between Tg and Fvis. This shows that these
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6.3 Conclusion

two system responses possess some relationship in this model. The reason
for this difference is that the distribution of the measurement Y is due to
the measurement noise W (ω), whereas the distribution of the Y M shows
the systematic uncertainty resulting from the uncertainty in the parameter.

6.3 Conclusion

The model of a real-world industrial glass forming process is a complex
distributed parameter system, which can be described by the system of
nonlinear PDEs discussed in section 6.1. The parameters of the PDEs
determine the behavior of the system responses. The framework of analysis
and identification proposed in this thesis is applied to the simplified 1D
model and more realistic, to the axisymmetric 2D model of the glass form-
ing to analyze and identify the system with its uncertain parameters. All
the computations are feasible thanks to the efficiency of the gPC approach.
The combination of the uncertainty propagation, sensitivity analysis and
the Bayesian parameter calibration provide new aspects of the modeling.
Although, the calibration results of the 1D model cannot be exploited di-
rectly as the underlying model does not reflect accurately enough the real
process, the knowledge that one gains from the UP, the SA and posterior
probability distribution is still valuable. The knowledge obtained from the
analysis and the identification is fundamental for improving the glass form-
ing model and the process in the future.
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7

Conclusion

7.1 Summary of contributions

The main goal of the thesis is to elucidate a systematic approach that al-
lows one to gain an understanding of the behavior of nonlinear distributed
parameter system (DPS) and reducing the discrepancy between the com-
putational model predictions and the process measurements. A framework
for analysis and identification of nonlinear DPSs using Bayesian approach
is also developed in this thesis. Under the Bayesian approach, the state of
knowledge is formulated into uncertainties. The uncertainties are repre-
sented by the random variables or random fields, whose probability distri-
butions can be derived by the Maximum Entropy Principle. The modeling of
uncertainties in DPS yields a system of partial differential equations (PDEs)
with random variables (RVs). To solve the system of PDEs with RVs, the PDEs
are discretized by appropriate methods. Various uncertainty quantification
(UQ) approaches are employed to harvest the knowledge about the system,
which could be used to improve the model further.

The UQ approaches are applied in this thesis to analyze and to identify
the system. As the UQ approaches require extensive computation, the gen-
eralized polynomial chaos (gPC) is applied to reduce the computational ef-
fort. The efficiency comparison between the gPC method and conventional
sampling-based methods is presented by means of numerical examples of
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uncertainty propagation. It shows that the gPC can provide accurate pdf
approximations with much lower computational effort compared to the
sampling-based methods.

Sensitivity analysis is used to quantify the relative contributions of the
input parameters to the system responses. The exploitation of gPC for both
local and global sensitivity analysis are also presented. The comparison of
the computation of sensitivities with gPC to the conventional method is
also demonstrated by means of numerical examples. It shows that the local
sensitivities can be approximated by using the gPC as a surrogate model.
The error of the approximation depends on the expansion order of gPC. The
main advantage of the approach is that the method considers the system
as a black-box and does not need any analytical solution to calculate the
derivative, which is often not available for DPS. Furthermore, the global
sensitivity measures, the Sobol Indices, can be effectively computed from
the gPC coefficients.

The Bayesian statistic formulation of an inverse problem and computa-
tional methods, both batch and recursive, are discussed. The exploitation of
polynomial chaos expansion (PCE), namely using as a surrogate model, and
using in the linear Bayesian update are presented. The efficiencies of each
method are demonstrated by means of numerical examples. The calibration
methods with the help of the gPC approximation can provide the results
very similar to the results without the approximation. This means that the
gPC approximation can reduce the computational effort of the Bayesian
inverse computation.

The framework proposed in this thesis is applied to the real-world industry
process, namely the glass forming process. The framework is applied to the
1D and 2D glass forming model to analyze in order to harvest knowledge
about the process and to calibrate the parameters of the model. It is also
shown that the framework provides the parameter estimates which lead to
a very good fit of the system model responses to the given measurement
data. However, the parameters could not represent physical reality in the 1D
model case, as the 1D model is modeled with an oversimplified assumption
in this case.
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7.2 Outlook to future work

7.2 Outlook to future work

There are a number of extensions which could advance the framework
developed in this thesis. In this thesis, only the epistemic uncertainties
due to the incomplete knowledge during the construction of a conceptual
model are considered. The computational model is assumed to be error free
and uncertainties due to measurement noise is also disregarded in general.
However, the difference between the uncertainties due to the uncertain
parameters and uncertainties due to measurement noises can arise as pre-
sented in section 6.2.4. The numerical error could also be significant, if one
employs a too roughly discretized model. Both types of uncertainties could
have different behaviors. The extension of the framework by integrating
these two types of uncertainties into the framework could be an attractive
future work.

In this thesis, only a low to moderate dimensional random variables are
considered. Moreover, the independency assumption of each RV is also a
requirement in order to calculate the gPC coefficients with the NISP method.
The framework could be improved by pursuing a large number of dependent
random variables. However, there are two main challenges for this issue.
Firstly, the NISP method is not an optimal method to compute the gPC
coefficicents anymore as the node number of the sparse grid quadrature
would likely to exceed with the dimension number of RVs. Moreover, the
NISP method is only applicable for independent RVs. Second, the number
of expansion coefficients would be overwhelming as well with a too high
stochastic dimension d .

For this extension the computation algorithms should be adapted. In case
of a large number of of independent RVs, the adaptive sparse grid can be
applied to obtain the similar accuracy with a lower number of quadrature
nodes. An approach of adaptive sparse grid is discussed for example in
[Ger98, LM10].

Another approach is to reduce the number of expansions terms. In some
cases, some polynomial chaos terms have an insignificant influence to the
system response, such that they could be neglected. An example of this
approach is proposed by Blatman and Sudret, the number of expansion
terms could be reduced by using a hyperbolic truncation set. The expansion
with the hyperbolic truncation set is termed as sparse polynomial chaos
expansion [Bla10, Bla08]. The algorithm to build up sparse polynomial
chaos is explained in [Bla11].
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The least angle regression [Efr04] could be applied to compute the coeffi-
cients. As it is a stochastic collocation method, the method is applicable for
dependent RVs. The development in the direction of the sparse polynomial
chaos and the integration of the least angle regression into the framework
could be one interesting future works.

As discussed in chapter 3, non-intrusive approaches are preferable as
one of the most important specification in engineering practice is to use
existing deterministic solvers. However, there is still lack of theoretical study
regarding the error estimation and convergence rate for the non-intrusive
approaches. On the other hand, the stochastic Galerkin method ensures
the orthogonality of the residue of the projection, but the modification of
existing code is required. The idea of formulation the stochastic Galerkin in
an non-intrusive way is presented and discussed with a simple example in
[Gir14]. The non-intrusive Galerkin approach is one of the most interesting
future works.

The gPC expansion has a fast convergence rate in case of smooth system
responses regarding to the parameter space, but not for discontinuous
responses. In case of discontinuous responses, other basis functions could
be applied, e.g. wavelet [LM10] or Padé-Legendre [Cha09].

The gPC expansion is a suitable method as it matches the probability dis-
tributions commonly applied in engineering. A data-driven generalization
is presented under the name arbitrary Polynomial Chaos (aPC) [Ola12]. The
aPC generalize the polynomial chaos techniques in the direction of using
arbitrary probability distributions from the data set. The investigation of
this topic could also be one of the future works.

In the proposed framework, the linear Bayesian update is implemented
as discussed in chapter 5. The non-linear Bayesian update and their formu-
lation as Gauss-Markov-Kalman filter, proposed in [Mat16b, Mat16a], could
be one of possible improvement of the parameter estimation approach.

Finally, the framework proposed in this thesis is devised for distributed
parameter systems. Although, in this thesis only the application of the
framework to the glass forming process and the neutron-diffusion example
was done, the application of the framework, in principle could be applied to
any distributed parameter systems.
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isothermal flow of molten glass: mathematical challenges and
industrial questions, in: Mathematical Models in the Manufactur-
ing of Glass, Springer (2011), pp. 173–224

[Fej33] FEJÉR, Leopold: Mechanische quadraturen mit positiven cotess-
chen zahlen. Mathematische Zeitschrift (1933), vol. 37(1):pp. 287–
309

[Fie79] FIESSLER, Bernd; RACKWITZ, Rudiger and NEUMANN, Hans J.:
Quadratic limit states in structural reliability. Journal of the Engi-
neering Mechanics Division (1979), vol. 105(4):pp. 661–676

[Gan06] GANESAN, Sashikumaar: Finite element methods on moving
meshes for free surface and interface flows, docupoint-Verl, Magde-
burg (2006)

[Gar88] GARD, Thomas C.: Introduction to stochastic differential equa-
tions, M. Dekker (1988)

[Gel14] GELMAN, Andrew; CARLIN, John B.; STERN, Hal S. and RUBIN,
Donald B.: Bayesian data analysis, vol. 2, Taylor & Francis (2014)

[Ger98] GERSTNER, Thomas and GRIEBEL, Michael: Numerical integra-
tion using sparse grids. Numerical algorithms (1998), vol. 18(3-
4):pp. 209–232

182



Bibliography

[Gha03] GHANEM, Roger and SPANOS, Pol D.: Stochastic finite elements: a
spectral approach, DoverPublications. com (2003)

[Gir14] GIRALDI, Loïc; LITVINENKO, Alexander; LIU, Dishi; MATTHIES,
Hermann G. and NOUY, Anthony: To Be or Not to Be Intrusive?
The Solution of Parametric and Stochastic Equations—the “Plain
Vanilla” Galerkin Case. SIAM Journal on Scientific Computing
(2014), vol. 36(6):pp. A2720–A2744

[Gre11] GREWAL, Mohinder S.: Kalman filtering, Springer (2011)

[Gro11] GROOT, J.A.W.M.; MATTHEIJ, Robert M. M. and LAEVSKY, K. Y.:
Mathematical modelling of glass forming processes, in: Mathe-
matical Models in the Manufacturing of Glass, Springer (2011), pp.
1–56

[Haa06] HAARIO, Heikki; LAINE, Marko; MIRA, Antonietta and SAKSMAN,
Eero: DRAM: Efficient adaptive MCMC. Statistics and Computing
(2006), vol. 16:pp. 339–354

[Had23] HADAMARD, Jacques: Lectures on Cauchy’s problem in linear par-
tial differential equations, by Jacques Hadamard,.., Yale University
press, New Haven (1923)

[Han92] HANSEN, E: Global optimization using interval analysis. Marcel
Dekkar, New York (1992)

[Has74] HASOFER, Abraham M. and LIND, Niels C.: Exact and invariant
second-moment code format(for reliability analysis in multivari-
ate problems). American Society of Civil Engineers, Engineering
Mechanics Division, Journal (1974), vol. 100:pp. 111–121

[HD13] HAWKINS-DAARUD, Andrea; PRUDHOMME, Serge; VAN DER ZEE,
Kristoffer G. and ODEN, J. Tinsley: Bayesian calibration, valida-
tion, and uncertainty quantification of diffuse interface models of
tumor growth. Journal of mathematical biology (2013), vol. 67(6-
7):pp. 1457–1485

[Hig10] HIGDON, David; HEITMANN, Katrin; LAWRENCE, Earl and HABIB,
Sajad: Using the Bayesian framework to combine simulations and
physical observations for statistical inference. Large-Scale Inverse
Problems and Quantification of Uncertainty (2010):pp. 87–105

183



Bibliography

[Hig12] HIGDON, Dave; GATTIKER, James; WILLIAMS, Brian and RIGHT-
LEY, Maria: Computer model calibration using high-dimensional
output. Journal of the American Statistical Association (2012)

[Höl03] HÖLLIG, Klaus: Finite element methods with B-splines, vol. 26,
Siam (2003)

[Hom96] HOMMA, Toshimitsu and SALTELLI, Andrea: Importance mea-
sures in global sensitivity analysis of nonlinear models. Reliability
Engineering & System Safety (1996), vol. 52(1):pp. 1–17

[How94] HOWELL, Peter D.: Extensional thin layer flows, Ph.D. thesis, Uni-
versity of Oxford (1994)

[Ioo15] IOOSS, Bertrand and LEMAÎTRE, Paul: A review on global sensitiv-
ity analysis methods, in: Uncertainty Management in Simulation-
Optimization of Complex Systems, Springer (2015), pp. 101–122

[Ja11] JANYA-ANURAK, Chettapong; BERNARD, Thomas and BIRKEN-
HOFER, Hannes: Numerical Sensitivity Analysis of a complex
Glass Forming Process by means of local perturbations (2011), in:
Proceedings of COMSOL Conference, Stuttgart

[Ja12] JANYA-ANURAK, Chettapong: Statistical inverse problem of par-
tial differential equation: an example with stationary 1D heat
conduction problem, Tech. Rep. IES-2011-15 (2012)

[Ja13a] JANYA-ANURAK, Chettapong: Inverse uncertainty quantification
of a distributed parameter system: An application for glass form-
ing model, Tech. Rep. IES-2012-10 (2013)

[Ja13b] JANYA-ANURAK, Chettapong; BIRKHOFER, Hannes; BERNARD,
Thomas and QUILIN, Ma: 3D Multiphysics finite element model
of a highly nonlinear glass forming process (2013), in: NAFEMS
World Congress 2013

[Ja14] JANYA-ANURAK, Chettapong: Quantification of Uncertainties in a
Distributed Parameter System using the Generalized Polynomial
Chaos Expansion, Tech. Rep. IES-2013-03 (2014)

184



Bibliography

[Ja15a] JANYA-ANURAK, Chettapong; BERNARD, Thomas and BEYERER,
Jürgen: A concept for sensitivity analysis and parameter cali-
bration of coupled nonlinear PDEs and its application to an in-
dustrial glass forming model (2015), in: 1st ECCOMAS Thematic
Conference on Uncertainty Quantification in Computational Sci-
ences and Engineering (UNCECOMP 2015), Greece, Elsevier, pp.
702–713

[Ja15b] JANYA-ANURAK, Chettapong; BIRKHOFER, Hannes; BERNARD,
Thomas and QUILIN, Ma: 3D Multiphysik Finite Elemente Mod-
ell eines stark nichtlinearen Glasformungsprozesses. NAFEMS
Magazin, Online Journal, Zeitschrift für numerische Simulations-
methoden und angrenzende Gebiete (2015), vol. 33:pp. 57–64

[Jay57] JAYNES, Edwin T.: Information theory and statistical mechanics.
Physical review (1957), vol. 106(4):p. 620

[Jay68] JAYNES, Edwin T.: Prior probabilities. IEEE Transactions on sys-
tems science and cybernetics (1968), vol. 4(3):pp. 227–241

[Jay03] JAYNES, Edwin T.: Probability theory: the logic of science, Cam-
bridge university press (2003)

[Jaz07] JAZWINSKI, Andrew H.: Stochastic processes and filtering theory,
Courier Corporation (2007)

[Jul04] JULIER, Simon J. and UHLMANN, Jeffrey K.: Unscented filter-
ing and nonlinear estimation. Proceedings of the IEEE (2004),
vol. 92(3):pp. 401–422

[Kai05] KAIPIO, Jari and SOMERSALO, Erkki: Statistical and computational
inverse problems, Springer, New York (2005)

[Kal60] KALMAN, Rudolph E.: A new approach to linear filtering
and prediction problems. Journal of basic Engineering (1960),
vol. 82(1):pp. 35–45

[Kap93] KAPUR, Jagat N.: Maximum-entropy models in science and engi-
neering, Wiley, New York, revised ed. edn. (1993)

[Kee04] KEESE, Andreas: Numerical Solutions of Systems with Stochastic
Uncertainties: A General Purpose Framework for Stochastic Finite
Elements, Mechanik-Zentrum, Techn. Univ. (2004)

185



Bibliography

[Ken00] KENNEDY, Marc C. and O’HAGAN, Anthony: Bayesian Calibration
of Computer Models. Journal of the Royal Statistical Society, Series
B, Methodological (2000), vol. 63:pp. 425–464

[Kiu09] KIUREGHIAN, Armen Der and DITLEVSEN, Ove: Aleatory or epis-
temic? Does it matter? Structural Safety (2009), vol. 31(2):pp.
105–112

[Klo92] KLOEDEN, Peter E. and PLATEN, Eckhard: Stochastic Differential
Equations, Springer Berlin Heidelberg, Berlin, Heidelberg (1992),
pp. 103–160

[Ko95] KO, Jeonghwan; KURDILA, Andrew J. and PILANT, Michael S.:
A class of finite element methods based on orthonormal, com-
pactly supported wavelets. Computational Mechanics (1995),
vol. 16(4):pp. 235–244

[Kro65] KRONROD, Aleksandr S.: Nodes and weights of quadrature formu-
las: sixteen-place tables, Not Avail (1965)

[Lee09] LEE, Sang H. and CHEN, Wei: A comparative study of uncertainty
propagation methods for black-box-type problems. Structural
and Multidisciplinary Optimization (2009), vol. 37(3):pp. 239–253

[Lew07] LEWANDOWSKI, Daniel; COOKE, Roger M. and TEBBENS, Radboud
J. Duintjer: Sample-based estimation of correlation ratio with
polynomial approximation. ACM Transactions on Modeling and
Computer Simulation (TOMACS) (2007), vol. 18(1):p. 3

[Li11] LI, Han-Xiong and QI, Chenkun: Spatio-temporal modeling of
nonlinear distributed parameter systems: a time/space separation
based approach, vol. 50, Springer Science & Business Media (2011)

[Lie10] LIEBERMAN, Chad; WILLCOX, Karen and GHATTAS, Omar: Pa-
rameter and state model reduction for large-scale statistical in-
verse problems. SIAM Journal on Scientific Computing (2010),
vol. 32(5):pp. 2523–2542

[LM10] LE MAÎTRE, Olivier and KNIO, Omar M.: Spectral methods for
uncertainty quantification: with applications to computational
fluid dynamics, Springer Science & Business Media (2010)

186



Bibliography

[Loc02] LOCH, Horst (Editor): Mathematical simulation in glass technol-
ogy, Schott series on glass and glass ceramics, Springer, Berlin
and Heidelberg (2002)

[Lue97] LUENBERGER, David G.: Optimization by vector space methods,
John Wiley & Sons (1997)

[Mad06] MADSEN, Henrik O.; KRENK, Steen and LIND, Niels C.: Methods of
structural safety, Courier Corporation (2006)

[Mah00] MAHADEVAN, Nagabhushan and HOO, Karlene A.: Wavelet-based
model reduction of distributed parameter systems. Chemical En-
gineering Science (2000), vol. 55(19):pp. 4271–4290

[Mar09] MARZOUK, Youssef and XIU, Dongbin: A Stochastic Collocation
Approach to Bayesian Inference in Inverse Problems. Communi-
cations in Computational Physics (2009), vol. 6:pp. 826–847

[Mat05] MATTHIES, Hermann G. and KEESE, Andreas: Galerkin meth-
ods for linear and nonlinear elliptic stochastic partial differential
equations. Computer Methods in Applied Mechanics and Engi-
neering (2005), vol. 194(12):pp. 1295–1331

[Mat07] MATTHIES, Hermann G.: QUANTIFYING UNCERTAINTY: MOD-
ERN COMPUTATIONAL REPRESENTATION OF PROBABILITY
AND APPLICATIONS, in: Adnan Ibrahimbegovic and Ivica Kozar
(Editors) Extreme Man-Made and Natural Hazards in Dynamics
of Structures, NATO Security through Science Series, Springer
Netherlands (2007), pp. 105–135

[Mat16a] MATTHIES, Hermann G.; ZANDER, Elmar; ROSIĆ, Bojana V.
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Appendix

A Selected Fundamental Elements

of Probability Theory

and Stochastic Processes

This part of the appendix treats some selected fundamental aspects of prob-
ability, random field and statistics that are employed with in this thesis. The
notation and the definition of the terms used are arranged in this appendix.
The following statements are summarized from [LM10] and [Smi13]. Fur-
ther elements of associated topics can be found in the references cited in
the text.

A.1 Probability space and random variables

Definition 1 (Probability Space) A probability space is a three-tuple (Ω,A,P)
which consists of the components:

• Ω : Sample Space: is a nonempty set of all possible outcomes (from
an experiment).

• A : Event Space: is a collection of possible events of interest. A is also
called the σ−algebra on Ω.
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• P : Probability measure: is a function P : A→ [0,1](R) that assigns
probabilities to the events of A. The probability measure must satisfy
the Kolmogorov axioms:

1. Non-negativity ∀A ∈A :P(A) ≥ 0

2. Unitarity P(Ω) = 1

3. σ−additivity ∀Ai ,A j ∈A and Ai ∩A j =� for ∀ i �= j , then

P(
∞⋃

i=1
Ai ) =

∞∑
i=1

P(Ai ). �

Definition 2 (Random Variable) Given a probability space (Ω,A,P), a ran-
dom variable (RV) X is a mapping X : (Ω) →R. �
Definition 3 (Cumulative Distribution Function) The cumulative distri-
bution function (cdf) of a RV X is a mapping R→ [0,1] defined by

PX (x) =P {ω ∈Ω|X (ω) ≤ x} . �

Definition 4 (Probability Density Function) If PX of a continuous RV X is
absolutely continuous in R, there is an integrable function pX such that

PX (x) =
x∫

−∞
pX (ζ)dζ,

where the derivative pX = dPx
d x mapping R to [0,∞] is called the probability

density function (pdf) of X . �
Definition 5 (Random Vector) The previous definition of a RV can be ex-
tended to R

d -valued functions. Let X1, . . . ,Xd be random variables. The
vector X : Ω→R

d given by X = [X1, . . . ,Xd ] is called a random vector. �
Definition 6 (Joint Cumulative Distribution Function) For a random vec-
tor X , the associated joint cdf PX :Rd → [0,1] is defined by

PX (x1, . . . ,xd ) =P
{
ω ∈Ω|X j (ω) ≤ x j

}
, j = 1, . . . ,d ,

which is often written as P {ω ∈Ω|X1 ≤ x1, . . . ,Xd ≤ xd } �
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Definition 7 (Marginal Probability Density Function) Let X1, . . . ,Xd be
jointly continuous random variables with joint pdf pX (x1, . . . ,xd ). The
marginal density functions of X j is given by

pX j (x j ) =
∫
R

· · ·
∫
R

pX (x1, . . . ,xd )d x1 · · ·d x j−1d x j+1 · · ·d xd �

Definition 8 (Conditional Probability Density Function) Let X1, . . . ,Xd be
jointly continuous RVs with joint pdf pX (x1, . . . ,xd ) and the marginal density
functions of X j is pX j (x j ). The conditional pdf of X1, . . . ,X j−1,X j+1, . . . ,Xd is

pX1,...,X j−1,X j+1,...,Xd |X j (x1, . . . ,x j−1,x j+1, . . . ,xd |x j ) = pX (x)

pX j (x j )
�

Definition 9 (Expectation) The expected value of the RV X is defined as
the Lebesgue integral

E [X ] =
∫
Ω

X dP �

Definition 10 (Moments of a Random Variable) Let X be a R-valued ran-
dom variable defined on the probability space (Ω,A,P) with the CDF PX (x),
and Y = X r for r ∈N. The expectation of Y is called the moment of order r
of X , denoted mr (X ):

mr (X ) =E[X r ] =
∫
Ω

xr dPX (x)

The mr (X ) exists and is finite, if X ∈Lr (Ω,A,P). If Y = |X |r , the expectation
of Y is called absolute moment of order r of X

E[|X |r ] =
∫
Ω

|X |r dPX (x)
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The moment of order 1 of RV mr (X ) =E[X ] is known as the mean μX = X of
the RV X . With the mean, the central moment of order r of X is defined as:

E[X r ] =
∫
Ω

(x −μX )r dPX (x). �

Definition 11 (Variance and Covariance) Given the random variable X ,
the variance of the RV X is defined as the central moment of order 2 of X

Var[X ] =E
[
(X −E(X ))2] .

Let Y be another random variable, the covariance between the RV X and Y
is defined as

Cov[X ,Y ] =E [(X −E(X ))(X −E(Y ))] .

In the special case of Y = X

Cov[X ,X ] =E [(X −E(X ))(X −E(X ))] = Var[X ],

the covariance between the RV X and itself results the variance of the X .
Considering the covariance between the random vector X and the random
vector Y , relation (11) is generalized into the cross-covariance matrix

Cov[X ,Y ] = CX Y =E
[
(X −E(X ))(Y −E(Y ))T ] , (A.1)

and the (auto)-covariance matrix in the special case of Y = X

Cov[X ,X ] = CX X =E
[
(X −E(X ))(X −E(X ))T ] . (A.2)

The variance of the random vector X is defined as

Var[X ] =E
[
(X −E(X ))2]

E
[
(X −E(X ))T (X −E(X ))

]
.

Indeed, the entire diagonal elements of the covariance matrix CX X are the
variance of each element of the random vector X . �
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For the discussion of the covariance with the PCE, equations (A.1) and (A.2)
can be defined with the tensor product:

CX Y =E
[

X̃ ⊗ Ỹ
]

,

CX X =E
[

X̃ ⊗ X̃
]

,

where X̃ = X −E(X ) and Ỹ = Y −E(Y ) are defined as the fluctuations of the
random vector X and Y . The tensor product a ⊗b is equivalent to a matrix
multiplication abT , e.g. for m ×1 column vector a and n ×1 column vector
b, it yields

a ⊗b = abT =

⎡
⎢⎢⎢⎢⎢⎢⎣

a1
...

ai
...

am

⎤
⎥⎥⎥⎥⎥⎥⎦
[
b1 · · · b j · · · bn

]=
⎡
⎢⎣

a1b1 · · · a1bn
...

. . .
...

amb1 · · · ambn

⎤
⎥⎦ .

A.2 Convergence of random variables

Let X be a R-valued RV and Xn≥1 be a sequence of RVs defined on a proba-
bility space (Ω,A,P). The convergence of the sequence Xn to X depends on
the way X −Xn is measured. Alternatives of the convergences are:

• Almost sure convergence,

Xn
a.s.−−→ X if lim

n→∞Xn(ω) = X (ω),∀ω ∈Ω\N ,P(N ) = 0.

• Convergence in probability,

Xn
pr−→ X if lim

n→∞P (|Xn(ω)−X (ω)| > ε) = 0,∀ε> 0.

• Convergence in distribution,

Xn
dis−−→ X if lim

n→∞PXn (x) = PX (x),∀x ∈R.
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• Convergence in Lp

Xn
m.p.−−−→ X if lim

n→∞E
[|Xn −X |p]= 0.

• The mean square convergence is the convergence in L2

Xn
m.s.−−→ X if lim

n→∞E
[|Xn −X |2]= 0.

A.3 Stochastic processes and random fields

The stochastic process and the random field can be seen as extensions of
the notion of random variable and random vector that incorporate a de-
pendence on time or/and space coordinates. The random vector is defined
as Rd -valued random variable, which is the mapping X : (Ω) →R

d . In the
context of functional analysis, the R

d -valued RV can be generalized to the
V−valued random variable with the following definition.

Definition 12 (V-valued Random Variable) Given a probability space
(Ω,A,P) and a vector space V , a V-valued random variable XV is a measur-
able function on probability space XV : (Ω) →V , such that {ω ∈Ω|X (ω) ≤ x} ∈
A for each x ∈V . �
For later discussion, it will be useful to view the space of all V-valued RVs
as linear combinations of elements X (ω)v , where X (ω) is a real-valued RV,
and v ∈V . In order words, the V-valued RVs are elements of tensor product
L2(Ω)⊗V , where L2(Ω) is the space of real-valued random variables. With
the definition of the V-valued random variable, the stochastic process can
be defined as:

Definition 13 (Stochastic Process) Given a probability space (Ω,A,P),
A stochastic process is a collection of V−valued random variables on Ω,
indexed by a totally ordered set T . That is, a stochastic process X is a
collection

{X (t ; ·) : t ∈ T }

where each X (t ; ·) is an V−valued random variable on Ω. �
The set T is some interval, but mostly it is referred to the time interval
T = [0,tend], because of the application viewpoint. A stochastic process can
be interpreted as follows:
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1. X (t ;ω) is a function on T ×Ω with the realization x(t ) for given t ∈ T
and ω ∈Ω.

2. For a fixed time t ∈ T , X (t ; ·) is determined as a random variable.

3. For an outcome ω ∈Ω, the realization of X (·;ω) = x(t ) is a function of
t , which is called a trajectory, a sample path associated with ω.

Another representation of the stochastic process is proposed by Matthies
[Mat07]. Considering the vector space V as a space of of values of function
F (T ) on the interval T , the F (T )-valued random variable XF (T ) is a func-
tion X : T ×Ω→F (T ) with argument -time- t ∈ T and -event- ω ∈Ω. The
function X (t ;ω) ∈L2(ω)⊗F (T ) is then called a stochastic process.

Instead of one-dimensional interval T , the multidimensional domain like
spatial domain G can be also considered. In case that the space V is a space
of function F (G), the function X : G ×Ω → F (G) is termed as a random
field. The description of random fields X (r ,ω), where the random variable
is assigned to each point r ∈ G in the spatial domain G, is similar to the
context of stochastic process. The concept of stochastic processes should
be generalized so that the underlying argument can be multidimensional
vectors or points on a manifold.

Definition 14 (Random Field) Given a probability space (Ω,A,P),
An F (G)−valued random field is a collection of F (G)−valued random vari-
ables on Ω, indexed by elements in a topological space G. That is, a random
field X is a collection

{X (r ; ·) : r ∈G} ,

where each X (r ; ·) is an F (G)−valued random variable. �
Definition 15 (Covariance Function) The covariance function, or some-
times known as kernel, describes the spatial covariance of a random field.
The definition of the covariance (Def.11) can be generalized for the random
field by means of the tensor product. The (auto)-covariance function of the
random field X (r ,ω) is given by:

CovX (r ,r ′) :=E
[
X̃ (r ,ω)⊗ X̃ (r ′,ω)

]
, (A.3)

�
where X̃ (r ,ω) =X (r ,ω)−X (r ) is the fluctuation part of the random field.
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B Probability Distributions in

Generalized Polynomial Chaos

B.1 Uniform distribution

• Probability density function

pξ(ξ) =
{

1
b−a , for a < ξ< b,

0, otherwise

• Associated quadrature rule: Gauss-Lengendre, Clenshaw-Curtis or
Gauss-Patterson
The integration of a function f (ζ) has the standard form

I =
1∫

−1

f (ζ)dζ

• Transformation function and its derivative

ξ=χ(ζ) =
(

b −a

2

)
ζ+

(
b +a

2

)
∣∣∣∣dξ

dζ

∣∣∣∣=
(

b −a

2

)

• Integration with the transformed function

I =
ξ=b∫

ξ=a

f (ξ)dξ=
(

b −a

2

) ζ=1∫
ζ=−1

f (χ(ζ))pξ(χ(ζ))dζ

B.2 Normal distribution

• Probability density function

pξ(ξ) = 1

σ



2π
exp

(
− (ξ−μ)2

2σ2

)
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• Associated quadrature rule: Gauss-Hermite
The integration of a function f (ζ) has the standard form

I =
∞∫

−∞
f (ζ)e−ζ

2
dξ

• Transformation function and its derivative

ξ=χ(ζ) =

2σζ+μ∣∣∣∣dξ

dζ

∣∣∣∣=

2σ

• Integration with the transformed function

I =
ξ=∞∫

ξ=−∞
f (ξ)pξ(ξ)dξ= 1


π

ζ=∞∫
ζ=−∞

e−ζ
2

f (χ(ζ))dζ

B.3 Exponential distribution

• Probability density function

pξ(ξ) = 1

b
exp(

−ξ
b

)

• Associated quadrature rule: Gauss-Laguerre
The integration of a function f (ζ) has the standard form

I =
∞∫

0

exp(−ζ) f (ζ)dζ

• Transformation function and its derivative

ξ=χ(ζ) = b ·ζ∣∣∣∣dξ

dζ

∣∣∣∣= b
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• Integration with the transformed function

I =
ξ=∞∫
ξ=0

f (ξ)pξ(ξ)dξ=
ζ=∞∫
ζ=0

f (χ(ζ))exp(−ζ)dζ

B.4 Gamma distribution

• Probability density function

pξ(ξ) = 1

Γ(a)ba ξ
a−1 exp(

−ξ
b

)

where Γ(a) is a Gamma function defined as

Γ(a) =
∞∫

0

xa−1e−x d x

in case that a is positive integer, it yields:

Γ(a) = (a −1)!

• Associated quadrature rule: Generalized Gauss-Laguerre
The integration of a function f (ζ) has the standard form

I =
∞∫

0

ζc exp(−ζ) f (ζ)dζ

• Transformation function and its derivative

ξ=χ(ζ) = b ·ζ∣∣∣∣dξ

dζ

∣∣∣∣= b
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• Integration with the transformed function

I =
ξ=∞∫
ξ=0

f (ξ)pξ(ξ)dξ= 1

Γ(c +1)

ζ=∞∫
ζ=0

f (χ(ζ))ζc exp(−ζ)dζ

The exponential distribution can be considered as a special case of Gamma
distribution, where a = 1.

B.5 Beta distribution

• Probability density function

pξ(ξ) = (ξ−a)q−1 (b −ξ)r−1

B
(
q,r

)
(b −a)

where B(q,r ) is a Beta function defined as

B(q,r ) = Γ(q)Γ(r )

Γ(q + r )

in case that q and r are positive integers, it yields

B(q,r ) = (q −1)!(r −1)!

(q + r −1)!

• Associated quadrature rule: Gauss-Jacobi
The integration of a function f (ζ) has the standard form

I =
1∫

−1

f (ζ) (1−ζ)α (1+ζ)β dζ

• Transformation function and its derivative

ξ=χ(ζ) =
(

b −a

2

)
ζ+

(
b +a

2

)
∣∣∣∣dξ

dζ

∣∣∣∣=
(

b −a

2

)
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• Integration with the transformed function

I =
ξ=b∫

ξ=a

f (ξ)pξ(ξ)dξ

= 1

B
(
q,r

) ζ=1∫
ζ=−1

f (χ(ζ)) (ζ−a)q−1 (b −ζ)r−1 dζ

The Beta distribution with the parameter q = r = 1 is equivalent to the
uniform distribution.
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C Orthogonal Polynomials

This part of the appendix treats some selected fundamentals about the or-
thogonal polynomial used in generalized polynomial chaos expansion. The
following statements are summarized from [LM10] and [Xiu10]. Only the
orthogonal polynomials applied in this thesis are summarized in this ap-
pendix. Further elements of associated topics can be found in the references
cited in the text.

Considering continuous polynomials defined on the interval a ≤ ξ ≤ b.
The square of the L2 norm of Ψk denoted by γk is given by the inner product
with the weight w(ξ) as

γk = ‖Ψk‖2 = 〈Ψk |Ψk〉 ≡
∫

Ψ2
k (ξ)w(ξ)dξ. (C.1)

As discussed in [LM10] and [Xiu10], the orthogonal polynomials:

• satisfy the differential equation

g2(ξ)Ψ′′
k + g1(ξ)Ψ′

k +ckΨk = 0 (C.2)

where g1 and g2 are independent of k and the ck are constants that
depend on k only.

• can be generated using Rodrigues’ formula

Ψk (ξ) = 1

ek w(ξ)

d k

dξk

[
w(ξ)(g (ξ)k )

]
(C.3)

where g is a polynomial in ξ that is independent of k and the ek are
arbitrary normalization factors that depend on k only.

• satisfy a three-term recurrence relation

Ψk+1 = (Akξ+Bk )Ψk −CkΨk−1 (C.4)
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C.1 Legendre polynomials Lek (ξ)

• Orthogonality
The Legendre polynomials Lek (ξ) form an orthonormal relation

〈Lek (ξ)|Lel (ξ)〉 =
∫

Lek (ξ)Lel (ξ)w(ξ)dξ= δklγk , (C.5)

where w(ξ) = 1/2, with

γk =
1∫

−1

Le2
k (ξ)w(ξ)dξ= 1

2k +1
, (C.6)

• Differential Equation:

g2(ξ) = 1−ξ2, g1(ξ) =−2ξ and ck = k(k +1) (C.7)

• Rodriguez formula

g (ξ) = 1−ξ2, and ek = (−1)k 2k k ! (C.8)

• Recurrence relation

Lek+1 =
2k +1

k +1
ξLek −

k

k +1
Lek−1 (C.9)

• First seven Legendre polynomials are given by

Le0(ξ) = 1,

Le1(ξ) = ξ,

Le2(ξ) = 1

2

(
3ξ2 −1

)
,

Le3(ξ) = 1

2

(
5ξ3 −3ξ

)
,

Le4(ξ) = 1

8

(
35ξ4 −30ξ2 +3

)
,

Le5(ξ) = 1

8

(
63ξ5 −70ξ2 +15ξ

)
,

Le6(ξ) = 1

16

(
231ξ6 −315ξ4 +105ξ2 −5

)
.
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C.2 Hermite polynomials Hk (ξ)

• Orthogonality
The Hermite polynomials Hk (ξ) form an orthonormal relation

〈Hk (ξ)|Hl (ξ)〉 =
∫

Hk (ξ)Hl (ξ)w(ξ)dξ= δklγk , (C.10)

where w(ξ) = 1

2π

exp −ξ2

2 , with

γk =
1∫

−1

H 2
k (ξ)w(ξ)dξ= k !, (C.11)

• Differential Equation

g2(ξ) = 1, g1(ξ) =−ξ and ck = k (C.12)

• Rodriguez formula

g (ξ) = 1, and ek = (−1)k . (C.13)

• Recurrence relation

Hk+1 = ξHk −kHk−1 (C.14)

• First seven Hermite polynomials are given by

H0(ξ) = 1,

H1(ξ) = ξ,

H2(ξ) = ξ2 −1,

H3(ξ) = ξ3 −3ξ,

H4(ξ) = ξ4 −6ξ2 +3,

H5(ξ) = ξ5 −10ξ3 +15ξ,

H6(ξ) = ξ6 −15ξ4 +45ξ2 −15.
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C.3 Laguerre polynomials Lak (ξ)

• Orthogonality
The Laguerre polynomials Lak (ξ) form an orthonormal relation

〈Lak (ξ)|Lal (ξ)〉 =
∫

Lak (ξ)Lal (ξ)w(ξ)dξ= δklγk , (C.15)

where w(ξ) = exp(−ξ), with

γk =
1∫

−1

La2
k (ξ)w(ξ)dξ= 1

2k +1
, (C.16)

• Differential Equation

g2(ξ) = ξ, g1(ξ) = 1−ξ and ck = k (C.17)

• Rodriguez formula

g (ξ) = ξ, and ek = k !. (C.18)

• Recurrence relation

Lak+1 =
2k +1−ξ

k +1
Lak −

k

k +1
Lak−1 (C.19)

• First seven Laguerre polynomials are given by

La0(ξ) = 1,

La1(ξ) =−ξ+1,

La2(ξ) = 1

2

(
ξ2 −4ξ+2

)
,

La3(ξ) = 1

6

(−ξ3 +9ξ2 −18ξ+6
)

,

La4(ξ) = 1

24

(
ξ4 −16ξ3 +72ξ2 −96ξ+24

)
,

La5(ξ) = 1

120

(−ξ5 +25ξ4 −200ξ3 +600ξ2 −600ξ+120
)

,

La6(ξ) = 1

720

(
ξ6 −36ξ5 +450ξ4 −2400ξ3 +5400ξ2 −4320ξ+720

)
.
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Many industrial and environmental processes are characterized as complex 
spatio-temporal systems. Such systems known as distributed parameter 
systems (DPSs) are usually highly complex and it is diffi cult to establish 
the relation between model inputs, model output and parameters. Most 
importantly, the solutions of physics-based models commonly differ from 
the real measurements.

In this work, the appropriate Uncertainty Quantifi cation (UQ) approaches 
are selected and combined systematically to analyze and identify systems. 
The main challenge of applying the UQ to the nonlinear DPSs is the com-
putational efforts, as the conventional method requires numerous simula-
tion evaluations. The generalized Polynomial Chaos (gPC) expansion is ap-
plied to reduce the computational effort. The framework using gPC based 
on Bayesian UQ proposed in this work is capable of analyzing the system 
systematically and reducing the disagreement between the model predic-
tions and the measurements of the real processes to fulfi ll user defi ned 
performance criteria.
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